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ABSTRACT
This paper presents a front-end speech enhancement approach to ro-
bust speech recognition in automotive environments. It combines
hybrid voice activity detection (VAD), relative transfer function (RT-
F) based generalized sidelobe cancelation, and single-channel post
filtering to enhance the speech signal of interest, thereby improving
the robustness of speech recognition. First, we choose four typical
driving scenarios, which include most of the noise types in automo-
biles to record training data. The recorded data is then used to train
deep neural network models (DNNs) for both speech and noise. The
trained DNNs are subsequently used to estimate the speech presence
probability on a frame-by-frame basis. This speech presence proba-
bility is then combined with the output of an energy-based VAD to
form a hybrid VAD, which serves as the basis for the rest compo-
nents of the speech enhancement system, including RTF estimation,
adaptive beamforming, and post-filtering. Experiments are conduct-
ed in real automotive environments. The results show that the de-
veloped method can significantly improve the performance of both
VAD and automatic speech recognition (ASR).

Index Terms—Speech enhancement, deep neural network, voice
activity detection, microphone array, speech recognition.

1. INTRODUCTION

Speech interaction based on automatic speech recognition (ASR) in
automotive systems is becoming more and more popular in recen-
t years as it can help improve driving safety by enabling hands-
free operations. However, noise in automotive environments may
dramatically affect the ASR performance and, therefore, speech en-
hancement is needed in such applications, which has attracted a sig-
nificant amount of attention over the past decade [1, 2, 3, 4, 5, 6, 7,
8, 9]. Many methods have been developed [10, 11, 12, 13, 14, 15],
which have achieved a certain degree of success in either enhanc-
ing the quality of hands-free voice communication or improving the
ASR performance for human-machine interaction. But dealing with
noise in automotive environments remains a challenging problem.
This paper studies this problem and presents a speech enhancement
approach to robust ASR in automotive environments based on the
use of beamforming (with two microphones) and postfiltering tech-
niques.

In automotive environments, the major sources of noise that af-
fect ASR performance can be divided into the following four cate-
gories.

Fig. 1. A schematic diagram of the presented speech enhancement
system, where x1(t) and x2(t) denote, respectively, the observation
noisy signals from the first and second microphones, and I(k, l) and
p(k, l) denote, respectively, the presence of speech and the speech
presence probability of the kth frequency bin and lth frame.

• Engine noise. This noise is caused by air/fuel mixture in
the engine cylinder being ignited. Its level and spectrum are
mainly affected by the speed of the engine and acceleration-
deceleration. Generally, most energy of engine noise concen-
trates at the frequencies below 500 Hz.

• Tyre noise. Tyre noise is caused by a number of different
factors: tyre rolling, sound of the tread contacting the road,
sound of air being compressed inside the tread grooves, etc.
The level of this type of noise is principally affected by the
speed of the rolling process and the roughness of the road
surfaces involved with the rolling. Generally, the frequency
components of tyre noise concentrates on the frequency range
below 1000 Hz.

• Wind noise. Wind noise is mainly related to the speed of the
vehicle and the speed and direction of the wind. This type of
noise is typically broadband.

• Ventilator noise. Ventilator noise is generated by the air
conditioner. The energy of this noise generally spans up to
4000 Hz.

While they are generated from different sources and have very d-
ifferent statistics and spectra, the aforementioned four types of noise
co-exist and are non-stationary in general, which makes speech en-
hancement a very challenging problem. Another factor that makes
speech enhancement in automotive environments a difficult task is
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the low signal-to-noise ratio (SNR), particularly at low and medi-
um frequencies. At low frequencies, it is not uncommon that SNR
is below 0 dB. In such challenging SNR environments, voice ac-
tivity detection (VAD) [18, 19] and power spectral density (PSD)
estimation of noise [16, 17], which play a paramount role in speech
enhancement performance, is no longer a trivial task.

In this paper, we present a front-end speech enhancement ap-
proach to robust ASR for automotive applications. The schemat-
ic diagram of the presented method is shown in Fig. 1. Different
from other supervised model-based VAD methods [22, 23, 24, 25,
26, 27, 28, 29, 30, 31], we propose to use a compact DNN architec-
ture suitable for online embedded applications to deal with VAD in
low SNR conditions. The DNN detection system acquires frame lev-
el speech presence/absence information, which is subsequently com-
bined with the output of an energy-based VAD to obtain the frame-
and-frequency-bin level speech presence probability. This proba-
bility is then served as the basic information for the rest parts of
our speech enhancement system, such as RTF estimation, adaptive
beamforming, and postfiltering. We evaluate the presented method
in terms of speech recall/false alarm rate in VAD and word error rate
(WER) of ASR in real, different driving environments and condi-
tions. The results demonstrate the property of the presented speech
enhancement method.

2. SIGNAL MODEL AND PROBLEM FORMULATION
We consider the speech enhancement problem with the use of two
omnidirectional microphones, which capture a speech signal of in-
terest in some noise field. The received signals are written as

x1(t) = s(t) + v(t),

x2(t) = a(t) ∗ s(t) + w(t), (1)

where xm(t) is the signal observed at the mth microphone sensor,
m = 1, 2, ∗ denotes convolution, s(t) is the desired signal to be
enhanced, v(t) and w(t) are, respectively, the noise signals at the
two microphones, which may be correlated with each other, but are
uncorrelated with s(t), and a(t) denotes the relative transfer func-
tion (RTF) between the two microphones, which carries the spatial,
temporal, as well as spectral information due to the source, the mi-
crophones, and the acoustic environments.

In this work, we consider to work in the short-time-Fourier-
transform (STFT) domain to make the implementation efficient. In
this domain, the signal model given in (1) are expressed as [12]

X1 (k, l) = S (k, l) + V (k, l) ,

X2 (k, l) = A (k, l)S (k, l) +W (k, l) , (2)

where k and l denote, respectively, the frequency and frame indices,
Xm (k, l), S (k, l), A (k, l), V (k, l), and W (k, l) are the STFTs of
xm(t), s(t), a(t), v(t), and w(t), respectively.

With the signal model given in (2), the objective of speech en-
hancement is then to estimate the desired signal, S (k, l), given the t-
wo observation signalsXm (k, l) , m = 1, 2. The method to achieve
this objective is shown in Fig. 1, the details of which will be ex-
plained in the following sections.

3. DNN-BASED VAD
DNN has been studied for VAD over the recent years and showed
more promising results than other supervised methods [28, 29, 30,
31]. In this paper, we propose to use a compact DNN with the fol-
lowing architecture: an input layer with 195 units, 2 hidden layers

Fig. 2. The DNN architecture used in this paper.

with, respectively, 128 and 64 rectified linear units. As illustrated
in Fig. 2, the input to the DNN is a 195-dimensional feature vec-
tor [consisting 5 consecutive frames and each frame consisting of 39
perceptual linear prediction coefficients (PLPs)]. The output layer
of the DNN consists of two softmax units representing, respective-
ly, the speech and noise posterior probability. This compact DNN is
suitable for online and embedded speech enhancement system and
is shown to be able to obtain good detection result in automotive
applications.

We choose four typical driving situations to record training data,
which covers most of the noise types and statistics in automotive
environments according to our experimental study.
• Scenario 1: driving speed between 30 − 80 km/h in down-

town environments with all the windows closed. This is the
most common driving scenario with different kinds of regular
automotive noise.

• Scenario 2: driving speed between 80−120 km/h on highway
with all the windows closed. This is a high-speed driving
scenario in which engine and tyre noise dominate.

• Scenario 3: driving speed between 60− 70 km/h with all the
windows opened. Wind noise is the dominant noise compo-
nent in this scenario.

• Scenario 4: driving speed 60−70 km/h with the air condition-
er turned to its maximum level, but all the windows closed. In
this scenario, ventilator noise dominates.

In each of the aforementioned four scenarios, we recorded
10,000 Chinese sentences in more than 20 different vehicles. These
sentences are balanced in phonetic composition. All the recorded da-
ta is then labeled to a frame level with the speech presence/absence
information. These labeled data is used to train the DNN. The net-
work is trained with backpropagation for 50 epochs (an epoch con-
sisting of 100,000 examples) using mini-batch gradient descent with
a mini-batch size of 50 and learning rate of 0.001. Training was
accelerated by use of a momentum of 0.9. No pretraining was per-
formed.

In the test process, we first obtain the speech presence proba-
bility ps (l) for every frame from the output unit of the DNN. A
smoother probability is then obtained according to the following re-
cursion:

pmodel (l) = αpmodel (l − 1) + (1− α)ps (l) , (3)

where pmodel (l) is the smoothed, model based speech presence
probability for frame l and α ∈ (0, 1) is a smoothing factor. In
this work, we set α = 0.85.

4. HYBRID VAD
Speech presence probability plays a critical role in the accuracy of
noise spectrum estimation and gain function estimation [18, 20].
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Traditional methods such as the energy-based or minimum statistics
based ones often break down in low SNR environments as experi-
enced in automotive applications, which in turn leads to significant
speech distortion in the subsequent noise reduction process. In com-
parison, DNN-based VAD can yield robust estimates in low SNR
conditions; but its frame level probability cannot be directly applied
to speech enhancement, which operates on a frame-and-frequency-
bin basis. In this work, we present a way to combine the frame lev-
el VAD from DNN with an energy-based frequency-bin level VAD,
which demonstrates great improvement in terms of VAD accuracy
and robustness as will become clear in the experiment section of this
paper.

We obtain the energy-based frequency-bin level speech pres-
ence probability penergy (k, l) from one of the microphone signal
using the method developed in [20]. This speech presence probabil-
ity is then combined with the frame level DNN-based VAD output
pmodel (l), i.e.,

p (k, l) =

{
penergy (k, l) , if penergy (k, l) > pmodel (l)
pmodel (l) , otherwise

. (4)

In other words, if the speech presence probability estimated from the
energy-based VAD is smaller, we choose to trust the results from the
DNN-based VAD; otherwise we trust the energy-based VAD. This
operation was found through our study to have more accurate speech
detection, which leads to less speech distortion in the subsequent
speech enhancement stage.

Moreover, we propose the following approximate decision about
speech presence, which is called a speech presence indicator:

I (k, l) =

{
0, if penergy (k, l) pmodel (l) < β
1, otherwise

, (5)

which means the speech presence indicator is zero only when both
energy-based VAD and DNN-based VAD generate low speech pres-
ence probability. This speech presence indicator will be used in the
RTF estimation stage. In this work, we set the value of the threshold
β to 0.3.

5. RTF BASED GENERALIZED SIDELOBE
CANCELLATION AND POST-FILTERING

To cancel spatially correlated noise, we adopt the RTF based gener-
alized sidelobe canceller (GSC) in this study. In comparison with the
traditional GSC using the direction-of-arrival (DOA) information to
construct the blocking matrix, the RTF based GSC is robust to the
amplitude and phase inconsistency between the microphone sensors
as well as the uncertainty in microphones positions.

The most critical step in RFT based GSC is the estimation of
RTFA (k, l), which is achieved with a method similar to that in [21].
However, our RTF estimation yields improved performance since
in our system the speech presence probability and signal presence
indicator are estimated using a hybrid method, which is more robust
than the energy-based VAD used in [21].

Now, we discuss the GSC and post-filtering processes based on
the use of hybrid VAD and RTF results. The beamforming filter and
the blocking matrix based on the estimated RTF are given by

w (k, l) =
1

1 + |Â (k, l) |2
[
1 Â (k, l)

]T
, (6)

B (k, l) =
[
−Â∗ (k, l) 1

]T
, (7)

where the superscript T and ∗ denote the transpose and conjugate op-
erators, respectively. Let us denote the outputs of the beamforming

filter and blocking matrix, respectively, as YMF (k, l) and Z (k, l),
i,e.,

YMF (k, l) = wH (k, l)
[
X1 (k, l) X2 (k, l)

]T
, (8)

Z (k, l) = BH (k, l)
[
X1 (k, l) X2 (k, l)

]T
, (9)

where the superscript H is the conjugate-transpose operator. The
output of the GSC is then

YGSC (k, l) = YMF (k, l)−H∗ (k, l)Z (k, l) , (10)

where the gain, H (k, l), is updated during the absence of speech
[i.e., when I (k, l) = 0] as

H (k, l + 1) = H (k, l) + γ
Y ∗
GSC (k, l)Z (k, l)

Pest (k, l)
, (11)

with γ being the step size (in this work, we set γ to 0.02),

Pest (k, l) = ρPest (k, l − 1) + (1− ρ) |Z(k, l)|2 , (12)

and ρ = 0.95 being a smoothing factor.
The output of the GSC is further enhanced by a post-filtering

process as [17]

YPF (k, l) = [G (k, l)]p(k,l)G
1−p(k,l)
min YGSC (k, l) , (13)

where the log-spectral amplitude gain G (k, l) is computed as [18]

G (k, l) = arg min
G(k,l)

E [log |S (k, l) |−

log |G (k, l)YGSC (k, l) |]2 , (14)

and Gmin is the minimal spectral gain.

6. EXPERIMENTS
In this section, we study the performance of the presented method
All the test data were recorded in real driving environments. The
data set consists of 20 vehicle models and 109 different speakers (59
male and 50 female). Every speaker was asked to sit in the front pas-
senger seat and read 100 Chinese sentences including music search
and point of interest (POI) search in the following four different driv-
ing scenarios.

• Scenario 1: downtown environments with a driving speed of
40 km/h and all the windows closed.

• Scenario 2: highway with a driving speed of 100 km/h and all
the windows closed.

• Scenario 3: highway with a driving speed of 60 km/h and all
the windows opened.

• Scenario 4: highway with a driving speed of 60 km/h, the
air conditioner being turned to its maximum level, and all the
windows closed.

The two-microphone array is mounted in the center of the cen-
tral control panel. The spacing between the two microphones is 8 cm
The distance between the speaker and the microphone array varies
with the height of the speaker and the size of the car and it is gener-
ally with in the range of 40− 60 cm.

The acoustic model of the ASR system is a DNN based one with
6 hidden layers and 2048 nodes for each layer. It was trained using
15,340 hours of speech data recorded in various driving conditions.
The Language model is a 5-gram model trained with textual data
consisting of music song titles, artists, POI names, etc.
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Table 1. Frame level speech recall rate (%) and false alarm rate (%) of the energy-based VAD, complex DNN based VAD, and the presented
DNN based VAD in four driving scenarios.

Method Speech recall rate Speech false alarm rate
Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 1 Scenario 2 Scenario 3 Scenario 4

Energy-based VAD 77.2 77.4 36.6 71.2 7.5 27.3 6.4 26.4
Complex DNN VAD 93.4 88.4 90.3 88.7 5.5 25.4 5.3 22.3
Proposed DNN VAD 93.1 87.9 90.4 88.5 5.9 25.7 5.6 22.0

Table 2. WERs(%) of unprocessed noisy speech, speech enhanced by the dual microphone enhancement method with the energy-based VAD,
and speech enhanced by the dual microphone enhancement method with the hybrid VAD in four driving scenarios.

Condition WERs (%)
Noisy speech Enhanced speech with RTF Estimation Enhanced speech with RTF Estimation

observed at one microphone and energy-based VAD and Hybrid VAD
Scenario 1 9.3 5.6 4.2
Scenario 2 23.5 14.2 9.8
Scenario 3 13.2 9.3 6.1
Scenario 4 18.7 11.9 7.9
Average 16.2 10.3 7.0

In the first experiment, we examine the VAD performance of our
compact DNN based method and compare it with that of the com-
plex DNN method presented in [30], which has 3 hidden layers, each
containing 512 Rectified Linear Units. For comparison, we also e-
valuate the VAD performance of an energy-based VAD method. The
results are shown in Table 1. It is seen that the present DNN method
yielded comparable result with the complex DNN based method, and
the VAD performance of both DNN methods in terms of the speech
recall rate and false alarm rate is much better than that of the energy-
based VAD.

In the second experiment, we investigate the ASR performance
of the presented system in the four different driving scenarios. The
ASR performance is evaluated in terms of WER. The results are p-
resented in Table 2. As seen, the presented dual microphone en-
hancement method can significantly improve the ASR performance.
If the energy-based VAD method is used, the average WER is
10.3%, which translates to a relative WER reduction of approxi-
mately 36.42% as compared to the recognition with the noisy speech
from one of the two microphones. If the hybrid VAD method is used,
the average WER drops to 7.0%, so an additional WER reduction
of 32.04% is achieved, indicating the effectiveness of the presented
speech enhancement method and the hybrid VAD approach.

Figure 3 plots the spectrograms of a segment of the noisy speech
signal, the corresponding enhanced speech with the energy-based
VAD, and the enhanced speech signal with the hybrid VAD. It is
clearly seen that both enhancement methods have significantly at-
tenuated the noise. In comparison, the method based on the hybrid
VAD has a smaller amount of speech distortion.

7. CONCLUSIONS

In this paper, we presented a two-microphone speech enhancement
approach to robust speech recognition in automotive environments.
The major contributions are as follows. 1) A hybrid VAD method
is presented, which combines a compact DNN-based VAD and an
energy-based one. This hybrid method works effectively in vari-
ous driving conditions and even when the SNR is below 0 dB. 2) A

Fig. 3. Spectrograms: a segment of the noisy speech signal (top),
the enhanced signal with two microphones using an energy-based
VAD (middle), and the enhanced signal with two microphones using
hybrid VAD (bottom).

two-microphone speech enhancement method is developed, which
consists of hybrid VAD, RTF estimation, GSC, and Post-filtering.
Experiments have demonstrated the advantage of this enhancement
method for ASR in real automotive applications.
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