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ABSTRACT

Beamforming using microphone arrays has been widely used for enhancing speech signals of interest and suppressing noise and interference in a wide range of applications. In order to make it work, beamforming generally assumes that the speech source of interest and the interference source are incident to the array from different directions. In this paper, we study the case where both the speech and interference sources come from the same direction. A linearly constrained minimum variance (LCMV) beamformer is derived in this scenario based on the so-called widely linear (WL) estimation framework in the frequency domain. We analyze this beamformer and show how its performance depends on the second-order non-circularity of the desired speech and interference sources.

Index Terms— Beamforming, widely linear filtering, noncircularity, linearly constrained minimum variance (LCMV), speech enhancement.

1. INTRODUCTION

Microphone arrays have been widely used in various speech communication and human-machine interface systems, such as Amazon’s Echo, Apple’s HomePod, and iFlyTek’s DingDong, to enhance speech signals from corruption of noise and interference. A core component of a microphone array system is the so-called beamforming, which is to estimate the signal of interest from microphone observations that consist of not only this signal but also noise, interference, and reverberation. Many different beamforming algorithms have been developed over the last few decades [1–3], which, by and large, can be classified into two categories: fixed beamformers (e.g., delay-and-sum, superdirective, and differential) and adaptive ones (e.g., linearly constrained minimum variance (LCMV) [4], generalized sidelobe canceller (GSC) [5–7], and minimum variance distortionless response (MVDR) [8]). While they differ in optimization principles, performance, and robustness with respect to noise, interference, and reverberation, those algorithms make a common assumption that the source and interference/noise are from different incidence angles. They suffer from significant performance degradation or may even fall apart if the incidence angles of the desired signal and interference/noise sources are close to each other.

In this paper, we investigate the scenario where the source of interest and the interference source are incident to the microphone array from the same direction. In other words, there is no spatial selectivity between the signal of interest and the interference. To deal with the problem of speech enhancement in this scenario, we develop a widely linear (WL) LCMV beamformer, which can be viewed as an extension of the work in [9–11]. Note that the developed algorithm also works or works better if the source and interference are from different directions.

2. SIGNAL MODEL

In this paper, we explicitly focus on the problem of enhancing a speech signal of interest in the presence of co-directional interference. Let us consider the scenario where we use a uniform linear microphone array (ULMA) of M sensors for sound recording and there are a desired sound source and an interference source, both are in the far-field and incident to the array from the same direction, i.e., $\theta_d$. If we choose the first microphone as the reference sensor, the signal received at the $m$th microphone can be written, in the frequency domain, as

$$Y_m(\omega) = X_m(\omega) + J_m(\omega) + V_m(\omega)$$

$$= e^{-j(m-1)\omega\tau_0 \cos \theta_d} [X(\omega) + J(\omega)] + V_m(\omega),$$  (1)

where $X_m(\omega)$, $J_m(\omega)$, and $V_m(\omega)$ are, respectively, the speech signal component of interest, the interference component, and the background noise at the $m$th ($m = 1, 2, \ldots, M$) microphone, $j$ is the imaginary unit with $j^2 = -1$, $\omega$ is the angular frequency, $\tau_0 = \delta/c$ with $\delta$ being the spacing between two adjacent microphone sensors and $c$ being the speed of sound in air, and $X(\omega)$ and $J(\omega)$ denote, respectively, the speech signal and interference components at the reference sensor. We further assume that all the signals are zero mean and broadband, and the desired signal, interference, and additive noise are statistically uncorrelated with each other.

Putting all the signals $Y_m(\omega)$’s into a vector form, we get

$$y(\omega) \triangleq [Y_1(\omega) Y_2(\omega) \cdots Y_M(\omega)]^T$$

$$= x(\omega) + j(\omega) + v(\omega)$$

$$= d(\omega, \cos \theta_d) [X(\omega) + J(\omega)] + v(\omega),$$  (2)

where superscript $^T$ denotes transpose of a vector or matrix,

$$d(\omega, \cos \theta_d) \triangleq [1 e^{-j\omega\tau_0 \cos \theta_d} \cdots e^{-j(\omega-1)\omega\tau_0 \cos \theta_d}]^T$$  (3)

is the steering vector, $x(\omega)$ $\triangleq$ $d(\omega, \cos \theta_d)X(\omega)$, $j(\omega)$ $\triangleq$ $d(\omega, \cos \theta_d)J(\omega)$, and $v(\omega)$ is defined analogously to $y(\omega)$.

3. PROBLEM FORMULATION

With the signal model in (2), the objective of beamforming is to design a filter that can best recover $X(\omega)$ given the signal vector $y(\omega)$.
Since we deal with speech and acoustic signals in the frequency (i.e., short-time Fourier transform) domain, which are nonstationary and noncircular, beamforming is achieved using the WL estimation theory [13–15], i.e.,

\[
\hat{X}(\omega) = h^H(\omega)y(\omega) + h^H(\omega)Y^*(\omega)
\]

\[
= \hat{h}^H(\omega)\tilde{y}(\omega)
\]

\[
= \hat{h}^H(\omega)\left[\tilde{x}(\omega) + \tilde{j}(\omega) + \tilde{v}(\omega)\right],
\]

where superscript \(^H\) denotes the conjugate-transpose operator,

\[
h(\omega) \triangleq \left[H_1(\omega) H_2(\omega) \cdots H_M(\omega)\right]^T
\]

\[
h'(\omega) \triangleq \left[H'_1(\omega) H'_2(\omega) \cdots H'_M(\omega)\right]^T
\]

are two complex finite-impulse response (FIR) filters, both of length \(M\),

\[
\tilde{h}(\omega) \triangleq \begin{bmatrix} h(\omega) \\
\hline
h'(\omega)
\end{bmatrix}
\]

is called the augmented WL filter of length \(2M\),

\[
\tilde{y}(\omega) \triangleq \begin{bmatrix} y(\omega) \\
\hline
y'(\omega)
\end{bmatrix}
\]

is the augmented noisy signal vector also of length \(2M\), and \(\tilde{x}(\omega)\), \(\tilde{j}(\omega)\), and \(\tilde{v}(\omega)\) are defined analogously to \(\tilde{y}(\omega)\). If \(h'(\omega) = 0_M\) (where \(0_M\) is a zero vector of size \(M \times 1\)) for any frequency \(\omega\), the WL beamforming \((4)\) degenerates to the classical beamforming; but this is generally not true for speech signals [15].

For the noncircular speech signal, \(X(\omega)\), we can decompose its conjugate as \([16, 17]\)

\[
X^*(\omega) = \gamma_X(\omega)X(\omega) + X'(\omega),
\]

where

\[
X'(\omega) = X^*(\omega) - \gamma_X(\omega)X(\omega),
\]

\[
E[X'(\omega)X^*(\omega)] = 0,
\]

and

\[
\gamma_X(\omega) = \frac{E[X^2(\omega)]}{E[|X(\omega)|^2]}
\]

is the (second-order) circularity quotient of \(X(\omega)\), which satisfies \(0 \leq |\gamma_X(\omega)| \leq 1\) \([16, 17]\), and \(E[\cdot]\) denotes mathematical expectation. Using \(9\), we can write the vector \(\tilde{x}(\omega)\) as

\[
\tilde{x}(\omega) = d_X(\omega, \cos \theta_d)X(\omega) + \tilde{x}'(\omega),
\]

where

\[
d_X(\omega, \cos \theta_d) \triangleq \begin{bmatrix} d(\omega, \cos \theta_d) \\
\hline
\gamma_X(\omega)d^*(\omega, \cos \theta_d)
\end{bmatrix}
\]

\[
= \frac{E[\tilde{x}(\omega)X^*(\omega)]}{E[|X(\omega)|^2]},
\]

\[
\tilde{x}'(\omega) \triangleq \begin{bmatrix} 0_M \\
\hline
X'(\omega)d^*(\omega, \cos \theta_d)
\end{bmatrix}
\]

Similarly, we have

\[
J^*(\omega) = \gamma_J(\omega)J(\omega) + J'(\omega),
\]

\[
\tilde{j}(\omega) = d_J(\omega, \cos \theta_d)J(\omega) + \tilde{j}(\omega),
\]

where \(\gamma_J(\omega), J'(\omega), d_J(\omega, \cos \theta_d)\), and \(\tilde{j}(\omega)\) are defined, respectively, analogously to \(\gamma_X(\omega), X'(\omega), d_X(\omega, \cos \theta_d)\), and \(\tilde{x}'(\omega)\). Combining \((13)\) and \((17)\), one can rewrite \((4)\) as

\[
\hat{X}(\omega) = \hat{H}^H(\omega)\left[d_X(\omega, \cos \theta_d)X(\omega) + \tilde{x}'(\omega)
\right.
\]

\[
+ \left. d_J(\omega, \cos \theta_d)J(\omega) + \tilde{j}(\omega) + \tilde{v}(\omega)\right],
\]

where \(\hat{H}(\omega)\) so that \(\hat{X}(\omega)\) is a good estimate of \(X(\omega)\).

\section{PERFORMANCE MEASURES}

In this section, we describe four important measures: signal-to-noise ratio (SNR), signal-to-interference ratio (SIR), signal-to-interference-plus-noise ratio (SINR), and beampatten, which will be used in the subsequent sections to evaluate the performance of WL beamformers.

### 4.1. SNR, SIR, and SINR

With the signal model \((1)\), the input SNR, SIR, and SINR are defined, respectively, as

\[
iSNR(\omega) \triangleq \frac{\phi_X(\omega)}{\phi_V(\omega)}.
\]

\[
isIR(\omega) \triangleq \frac{\phi_X(\omega)}{\phi_J(\omega)},
\]

\[
iSINR(\omega) \triangleq \frac{\phi_X(\omega)}{\phi_V(\omega) + \phi_J(\omega)},
\]

where \(V(\omega)\) is the noise received at the reference microphone, \(\phi_X(\omega) \triangleq E[|X(\omega)|^2], \phi_V(\omega) \triangleq E[|V(\omega)|^2], \) and \(\phi_J(\omega) \triangleq E[|J(\omega)|^2]\) are the variances of \(X(\omega), V(\omega), \) and \(J(\omega)\), respectively.

The output SINR is defined according to \((18)\) as

\[
oSINR[\hat{h}(\omega)] \triangleq \frac{\phi_X(\omega)|\hat{H}^H(\omega)d_X(\omega, \cos \theta_d)|^2}{h^H(\omega)\Phi_h(\omega)h(\omega)},
\]

where \(\Phi_h(\omega) \triangleq E[\tilde{x}'(\omega)\tilde{x}^H(\omega)], \Phi_J(\omega) \triangleq E[\tilde{j}(\omega)\tilde{j}^H(\omega)], \) and \(\Phi_V(\omega) \triangleq E[\tilde{v}(\omega)\tilde{v}^H(\omega)]\) are the covariance matrices of \(\tilde{x}'(\omega), \tilde{j}(\omega), \) and \(\tilde{v}(\omega)\), respectively, and

\[
\Phi_h(\omega) = \Phi_{x'}(\omega) + \Phi_J(\omega) + \Phi_V(\omega)
\]

is the interference-plus-noise covariance matrix.

Using \((21)\) and \((22)\), the array gain, which quantified the SINR improvement, is then defined as

\[
A[\hat{h}(\omega)] \triangleq \frac{oSINR[\hat{h}(\omega)]}{iSNR(\omega)}
\]

\[
= \frac{\hat{h}^H(\omega)d_X(\omega, \cos \theta_d)^2[\phi_V(\omega) + \phi_J(\omega)]}{h^H(\omega)\Phi_h(\omega)h(\omega)}.
\]

### 4.2. Beampattern

The beampattern describes the array’s response to a plane wave impinging from different directions. For a WL beamformer, we define
its beampattern as
\[ B[\tilde{h}(\omega), \theta] \triangleq dH(\omega, \cos \theta) \tilde{h}(\omega) \]
\[ = \sum_{n=-M}^{M} a_n(\omega) e^{i n \tau_0 \cos \theta}, \]
where
\[ a_n(\omega) \triangleq \begin{cases} H_{n+1}(\omega), & n > 0 \\ H_1(\omega) + \gamma_X(\omega) H_1^*(\omega), & n = 0 \\ \gamma_X(\omega) H_{n+1}^*(\omega), & n < 0 \end{cases} \]
are complex coefficients. Different values of these coefficients determine a different beampattern.

We can also rewrite \((25)\) as
\[ B[\tilde{h}(\omega), \theta] = B[h(\omega), \theta] + \gamma_X(\omega) B[h^*(\omega), \pi - \theta], \]
where
\[ B[h(\omega), \theta] \triangleq d^H(\omega, \cos \theta) h(\omega) \]
\[ = \sum_{m=1}^{M} H_m(\omega) e^{i (m-1) \omega \tau_0 \cos \theta} \]
are, respectively, the \( M \)th-order traditional beampatterns with respect to the incident angle of \( \theta \) and \( \pi - \theta \). The beampattern \( B[h^*(\omega), \pi - \theta] \) quantifies the degree of the orthogonal component \( \tilde{X}(\omega) \) rejected by \( \tilde{h}(\omega) \). Ideally, if \( B[h^*(\omega), \pi - \theta] = 0 \) as studied in \([14]\), the \( \tilde{X}(\omega) \) will be rejected whatever the correlation between \( X(\omega) \) and \( X^*(\omega) \).

5. WIDELY LINEAR LCMV BEAMFORMER

Different WL beamformers can be derived according to \((18)\). In this section, we consider deriving the WL LCMV beamformer by minimizing the variance of the filtered interference-plus-noise at the beamformer’s output with the constraint that the desired signal is passing through without any distortion and the interference is suppressed to zero. Specifically,
\[ \arg \min_{\tilde{h}(\omega)} H^H(\omega) \Phi_{\text{in}}(\omega) \tilde{h}(\omega) \]
subject to
\[ \tilde{H}(\omega) \mathbf{d}_X(\omega, \cos \theta_d) = 1 \]
\[ \tilde{H}(\omega) \mathbf{d}_I(\omega, \cos \theta_d) = 0 \]
from which the solution is
\[ \tilde{h}_{\text{LCMV}}(\omega) = \Phi_{\text{in}}^{-1}(\omega) \mathbf{D}(\omega) \left[ H^H(\omega) \Phi_{\text{in}}^{-1}(\omega) \mathbf{D}(\omega) \right]^{-1} \mathbf{i}_{2,1}, \]
where
\[ \mathbf{D}(\omega, \cos \theta_d) = \begin{bmatrix} d_X(\omega, \cos \theta_d) & d_I(\omega, \cos \theta_d) \end{bmatrix} \]
is the constraint matrix of size \( 2M \times 2 \) and
\[ \mathbf{i}_{2,1} = \begin{bmatrix} 1 \\ 0 \end{bmatrix}^T. \]

Obviously, we can rewrite the LCMV beamformer as
\[ \tilde{h}_{\text{LCMV}}(\omega) = \Phi_{\text{in}}^{-1}(\omega) \mathbf{D}(\omega) \left[ H^H(\omega) \Phi_{\text{in}}^{-1}(\omega) \mathbf{D}(\omega) \right]^{-1} \mathbf{i}_{2,1}. \]
Substituting \((31)\) into \((22)\) and \((24)\), we deduce that the output SINR and array gain of the proposed WL LCMV beamformer are
\[ \text{oSINR}[\tilde{h}_{\text{LCMV}}(\omega)] = \frac{\phi_X(\omega)}{\sum_{i=1}^{2} \mathbf{i}_{i,1}^H \mathbf{D}(\omega) \Phi_{\text{in}}^{-1}(\omega) \mathbf{D}(\omega) \mathbf{i}_{i,1}}, \]
\[ \mathbf{A}[\tilde{h}_{\text{LCMV}}(\omega)] = \frac{\phi_V(\omega) + \phi_I(\omega)}{\sum_{i=1}^{2} \mathbf{i}_{i,1}^H \mathbf{D}(\omega) \Phi_{\text{in}}^{-1}(\omega) \mathbf{D}(\omega) \mathbf{i}_{i,1}}, \]

With the WL LCMV beamformer, we can find
\[ B[\tilde{h}_{\text{LCMV}}(\omega), \theta_d] = 1 - \gamma_X(\omega) B[h_{\text{LCMV}}(\omega), \pi - \theta_d] \]
\[ = -\gamma_J(\omega) B[h_{\text{LCMV}}(\omega), \pi - \theta_d]. \]
As a result, we have
\[ B[h_{\text{LCMV}}(\omega), \theta_d] = \frac{-\gamma_J(\omega)}{\gamma_X(\omega) - \gamma_J(\omega)}, \]
\[ B[h_{\text{LCMV}}(\omega), \pi - \theta_d] = \frac{1}{\gamma_X(\omega) - \gamma_J(\omega)}, \]
from which we can see that the reduction of \( \tilde{X}(\omega) \) and \( \tilde{J}(\omega) \) depends on \( \gamma_X(\omega) - \gamma_J(\omega) \).

5.1. Case Study: Spatially White Noise

To illustrate the array gain performance, let us assume the \( v_m(t) \) are spatially white, identically distributed, and circular Gaussian noise. In this case, we have \( \Phi(\omega) = \sigma^2 \mathbf{I}_{2M} \), where \( \sigma^2 \triangleq \text{E}[|V(\omega)|^2] \), and \( \mathbf{I}_{2M} \) is the identity matrix of size \( 2M \times 2M \). With some mathematical manipulation, the array gain is deduced as in \((40)\). Figure 1 plots the array gain as a function of \( \gamma_X(\omega) \) and \( \gamma_J(\omega) \), with 8 microphones are used and the input SNR and SIR are both set to 0 dB. For ease of illustration, \( \gamma_X(\omega) \) and \( \gamma_J(\omega) \) are assumed to be real numbers. It is seen from Fig. 1 that the larger the difference between the values of \( \gamma_X(\omega) \) and \( \gamma_J(\omega) \), the higher the obtained the array gain.

6. SIMULATIONS

In this simulation, we use the well-known image model \([18]\) to simulate acoustic environments. We consider a room of size \( 4 m \times 4 m \times 4 m \).
\[
A[\hat{h}_{\text{LCMV}}(\omega)] = \frac{M |\gamma_X(\omega) - \gamma_J(\omega)|^2 \left[ \text{SNR}^{-1}(\omega) + i\text{SIR}^{-1}(\omega) \right]}{(1 + |\gamma_J(\omega)|^2)\text{SNR}^{-1}(\omega) + M \left[ 1 - |\gamma_X(\omega)|^2 + i\text{SIR}^{-1}(\omega)(1 - |\gamma_J(\omega)|^2) \right]}
\] (40)

Fig. 2. Spectrograms of the (a) clean, (b) noisy, and (c) enhanced speech in car noise. The input SIR is 5 dB.

Fig. 3. Spectrograms of the (a) clean, (b) noisy, and (c) enhanced speech in car-plus-Gaussian noise. The input SIR is 5 dB, and input SNR is 10 dB.

In this paper, we investigated the problem of beamforming with microphone arrays in the presence of noise and co-directional interference. In such a scenario, traditional beamformers would suffer from significant performance degradation as there is no spatial selectivity between the source of interest and the interference. To deal with the problem, we developed a WL LCMV beamformer, which can preserve the signal of interest while reducing interference that propagates to the array from the same direction as the desired source signal. An illustration with spatially white noise and two simulations were presented to demonstrate the effectiveness of the developed beamformer.

7. CONCLUSIONS

In this paper, we studied the problem of speech enhancement using microphone arrays in the presence of co-directional interference. The approach taken here is based on the WL estimation theory. This theory was first introduced by [13] to deal with complex random variables (CRVs). Since then, it has received a great amount of research interest in many respects [21, 22], such as noise reduction [15–17, 23, 24], interference cancellation [25], and echo cancellation [26–28]. In terms of beamforming, a WL MVDR beamformer was developed in [14] for dealing with second-order noncircular interference. This method was subsequently extended to an improved version by considering the second-order noncircularities of both the desired signal and interferences [9–11]. Some effort was also devoted to this WL beamforming to improve beamforming robustness [29–31]. The work in this paper can be viewed as an extension of the work in [9–11]. The major focus is placed on studying the case where the desired and interference sources are incident from the same direction while it is obvious that the method in this paper should work if the desired and interference sources are incident from different directions as assumed in the traditional as well as in WL beamforming.

8. RELATION TO PRIOR WORK

In this paper, we study the problem of speech enhancement using microphone arrays in the presence of co-directional interference. The approach taken here is based on the WL estimation theory. This theory was first introduced by [13] to deal with complex random variables (CRVs). Since then, it has received a great amount of research interest in many respects [21, 22], such as noise reduction [15–17, 23, 24], interference cancellation [25], and echo cancellation [26–28]. In terms of beamforming, a WL MVDR beamformer was developed in [14] for dealing with second-order noncircular interference. This method was subsequently extended to an improved version by considering the second-order noncircularities of both the desired signal and interferes [9–11]. Some effort was also devoted to this WL beamforming to improve beamforming robustness [29–31]. The work in this paper can be viewed as an extension of the work in [9–11]. The major focus is placed on studying the case where the desired and interference sources are incident from the same direction while it is obvious that the method in this paper should work if the desired and interference sources are incident from different directions as assumed in the traditional as well as in WL beamforming.

3 m, where reflection coefficients of the six walls are set to 0.8. An ULMA with 7 omnidirectional sensors is configured. The positions of the 7 microphones are placed from (1.7, 1.0, 1.5) (in meters) to (2.3, 1.0, 1.5) with a spacing of 0.1 m. The desired source, which is taken from the TIMIT database [19], is from (2.0, 2.0, 1.5). To simulate an interference source, a car noise is played back from (2.0, 2.5, 1.5). The microphone signals are generated by convolving the speech and car noise with the corresponding impulse responses and white Gaussian noise is then added to the convolution results to control the input SINR level. All the signals are sampled to 8 kHz. The total length of the signal is 30 s. Note that we compute the covariance matrices directly from the noise and noisy signals using a recursive method. Besides, the regularization method [20] is used while computing the inverse matrix.

In the first experiment, we consider a simple scenario where only the car noise is present. To implement the proposed WL LCMV beamformer, we use the overlap-add technique with a Kaiser window applied in both the analysis and synthesis steps. The short-time frame length is 16 ms and the overlap between neighboring frames is 75%. The beamformer in each subband is designed according to (34) and then applied to the noisy signal to reconstruct the enhanced speech in the time domain. Figure 2 plots the spectrograms of the clean, noisy, and enhanced speech at the reference microphone, where the input SIR is set to 5 dB. One can clearly see that the speech signal has been recovered and a significant amount of interference is rejected. The corresponding output SINR is 12.43 dB.

The gain in perceptual evaluation of speech quality (PESQ) is 1.36, which is dramatic.

Figure 3 plots the speech spectrograms of a more generic case where the car and Gaussian noise are both present. The input SIR is 5 dB, and input SNR is 10 dB. Therefore, the overall input SNIR is 3.8 dB. It is clear that the proposed beamformer (34) has enhanced the speech spectrogram by rejecting both the car and the white noise. The corresponding output SINR is 8.29 dB, and the PESQ gain is 0.82.
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