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Abstract—The problem of noise reduction has attracted a considerable amount of research attention over the past several decades. Among the numerous techniques that were developed, the optimal Wiener filter can be considered as one of the most fundamental noise reduction approaches, which has been delineated in different forms and adopted in various applications. Although it is not a secret that the Wiener filter may cause some detrimental effects to the speech signal (appreciable or even significant degradation in quality or intelligibility), few efforts have been reported to show the inherent relationship between noise reduction and speech distortion. By defining a speech-distortion index to measure the degree to which the speech signal is deformed and two noise-reduction factors to quantify the amount of noise being attenuated, this paper studies the quantitative performance behavior of the Wiener filter in the context of noise reduction. We show that in the single-channel case the a posteriori signal-to-noise ratio (SNR) (defined after the Wiener filter) is greater than or equal to the a priori SNR (defined before the Wiener filter), indicating that the Wiener filter is always able to achieve noise reduction. However, the amount of noise reduction is in general proportional to the amount of speech degradation. This may seem discouraging as we always expect an algorithm to have maximal noise reduction without much speech distortion. Fortunately, we show that speech distortion can be better managed in three different ways. If we have multiple microphone sensors, the multiple observations wiener filter, resulting in a suboptimal Wiener filter. In case that we have multiple microphone sensors, the multiple observations of the speech signal can be used to reduce noise with less or even no speech distortion.

Index Terms—Microphone arrays, noise reduction, speech distortion, Wiener filter.

I. INTRODUCTION

Since we are living in a natural environment where noise is inevitable and ubiquitous, speech signals are generally immersed in acoustic ambient noise and can seldom be recorded in pure form. Therefore, it is essential for speech processing and communication systems to apply effective noise reduction/speech enhancement techniques in order to extract the desired speech signal from its corrupted observations.

Noise reduction techniques have a broad range of applications, from hearing aids to cellular phones, voice-controlled systems, multiparty teleconferencing, and automatic speech recognition (ASR) systems. The choice between using and not using a noise reduction technique may have a significant impact on the functioning of these systems. In multiparty conferencing, for example, the background noise picked up by the microphone at each point of the conference combines additively at the network bridge with the noise signals from all other points. The loudspeaker at each location of the conference therefore reproduces the combined sum of the noise processes from all other locations. Clearly, this problem can be extremely serious if the number of conferrees is large, and without noise reduction, communication is almost impossible in this context.

Noise reduction is a very challenging and complex problem due to several reasons. First of all, the nature and the characteristics of the noise signal change significantly from application to application, and moreover vary in time. It is therefore very difficult—if not impossible—to develop a versatile algorithm that works in diversified environments. Secondly, the objective of a noise reduction system is heavily dependent on the specific context and application. In some scenarios, for example, we want to increase the intelligibility or improve the overall speech perception quality, while in other scenarios, we expect to ameliorate the accuracy of an ASR system, or simply reduce the listeners’ fatigue. It is very hard to satisfy all objectives at the same time. In addition, the complex characteristics of speech and the broad spectrum of constraints make the problem even more complicated.

Research on noise reduction/speech enhancement can be traced back to 40 years ago with 2 patents by Schroeder [1], [2] where an analog implementation of the spectral magnitude subtraction method was described. Since then it has become an area of active research. Over the past several decades, researchers and engineers have approached this challenging problem by exploiting different facets of the properties of the speech and noise signals. Some good reviews of such efforts can be found in [3]–[7]. Principally, the solutions to the problem can be classified from the following points of view.

- The number of channels available for enhancement; i.e., single-channel and multichannel techniques.
- How the noise is mixed to the speech; i.e., additive noise, multiplicative noise, and convolutional noise.
- Statistical relationship between the noise and speech; i.e., uncorrelated or even independent noise, and correlated noise (such as echo and reverberation).
- How the processing is carried out; i.e., in the time domain or in the frequency domain.
In general, the more microphones are available, the easier the task of noise reduction. For example, when multiple realizations of the signal can be accessed, beamforming, source separation, or spatio-temporal filtering techniques can be applied to extract the desired speech signal or to attenuate the unwanted noise [8]–[13].

If we have two microphones, where the first microphone picks up the noisy signal, and the second microphone is able to measure the noise field, we can use the second microphone signal as a noise reference and eliminate the noise in the first microphone by means of adaptive noise cancellation. However, in most situations, such as mobile communications, only one microphone is available. In this case, noise reduction techniques need to rely on assumptions about the speech and noise signals, or need to exploit aspects of speech perception, speech production, or a speech model. A common assumption is that the noise is additive and slowly varying, so that the noise characteristics estimated in the absence of speech can be used subsequently in the presence of speech. If in reality this premise does not hold, or only partially holds, the system will either have less noise reduction, or introduce more speech distortion.

Even with the limitations outlined above, single-channel noise reduction has attracted a tremendous amount of research attention because of its wide range of applications and relatively low cost. A variety of approaches have been developed, including Wiener filter [3], [14]–[19], spectral or cepstral restoration [17], [20]–[27], signal subspace [28]–[35], parametric-model-based method [36]–[38], and statistical-model-based method [5], [39]–[46].

Most of these algorithms were developed independently of each other and generally their noise reduction performance was evaluated by assessing the improvement of signal-to-noise ratio (SNR), subjective speech quality, or ASR performance (when the ASR system is trained in clean conditions and additive noise is the only distortion source). Almost with no exception, these algorithms achieve noise reduction by introducing some distortion to the speech signal. Some algorithms, such as the subspace method, are even explicitly formulated based on the tradeoff between noise reduction and speech distortion. However, so far, few efforts have been devoted to analyzing such a tradeoff behavior even though it is a very important issue. In this paper, we attempt to provide an analysis about the compromise between noise reduction and speech distortion. On one hand, such a study may offer us some insight into the range of existing algorithms that can be employed in practical noisy environments. On the other hand, a good understanding may help us to find new algorithms that can work more effectively than the existing ones.

Since there are so many algorithms in the literature, it is extremely difficult—if not impossible—to find a universal analytical tool that can be applied to any algorithm. In this paper, we choose the Wiener filter as the basis since it is one of the most fundamental approaches, and many algorithms are closely connected to this technique. For example, the minimum-mean-square-error (MMSE) estimator presented in [21], which belongs to the category of spectral restoration, converges to the Wiener filter at a high SNR. In addition, it is widely known that the Kalman filter is tightly related to the Wiener filter.

Starting from optimal Wiener filtering theory, we introduce a speech-distortion index to measure the degree to which the speech signal is deformed and two noise-reduction factors to quantify the amount of noise being attenuated. We then show that for the single-channel Wiener filter, the amount of noise reduction is in general proportional to the amount of speech degradation, implying that when the noise reduction is maximized, the speech distortion is maximized as well.

Depending on the nature of the application, some practical noise-reduction systems require very high-quality speech, but can tolerate a certain amount of residual noise, whereas other systems require the speech signal to be as clean as possible, but may allow some degree of speech distortion. Therefore, it is necessary that we have some management scheme to control the compromise between noise reduction and speech distortion in the context of Wiener filtering. To this end, we discuss three approaches. The first approach leads to a suboptimal filter where a parameter is introduced to control the tradeoff between speech distortion and noise reduction. The second approach leads to the well-known parametric-model-based noise reduction technique, where an AR model is exploited to achieve noise reduction, while maintaining a low level of speech distortion. The third approach pertains to a multichannel approach where spatio-temporal filtering techniques are employed to obtain noise reduction with less or even no speech distortion.

II. ESTIMATION OF THE CLEAN SPEECH SAMPLES

We consider a zero-mean clean speech signal $x(n)$ contaminated by a zero-mean noise process $v(n)$ [white or colored but uncorrelated with $x(n)$], so that the noisy speech signal at the discrete time sample $n$ is

$$y(n) = x(n) + v(n).$$  \hspace{1cm} (1)

Define the error signal between the clean speech sample at time $n$ and its estimate

$$e_x(n) \triangleq x(n) - \hat{x}(n) = x(n) - \mathbf{h}^T y(n)$$  \hspace{1cm} (2)

where superscript $T$ denotes transpose of a vector or a matrix,

$$\mathbf{h} = [h_0 \ h_1 \ \ldots \ h_{L-1}]^T$$

is an FIR filter of length $L$, and

$$y(n) = [y(n) \ y(n-1) \ \ldots \ y(n-L+1)]^T$$

is a vector containing the $L$ most recent samples of the observation signal $y(n)$.

We now can write the mean-square error (MSE) criterion

$$J_{x}(\mathbf{h}) \triangleq E\{e_x^2(n)\}$$  \hspace{1cm} (3)

where $E\{\cdot\}$ denotes mathematical expectation. The optimal estimate $\hat{x}_c(n)$ of the clean speech sample $x(n)$ tends to contain less noise than the observation sample $y(n)$, and the optimal filter that forms $\hat{x}_c(n)$ is the Wiener filter which is obtained as follows:

$$\mathbf{h}_o = \arg \min_{\mathbf{h}} J_x(\mathbf{h}).$$  \hspace{1cm} (4)

Consider the particular filter

$$\mathbf{u}_1 = [1 \ 0 \ \ldots \ 0]^T.$$
This means that the observed signal \( y(n) \) will pass this filter unaltered (no noise reduction), thus the corresponding MSE is

\[
J_x(u_1) = E \left\{ [x(n) - u_1^T y(n)]^2 \right\} = E \left\{ [x(n) - y(n)]^2 \right\} 
= E \left\{ v^2(n) \right\} = \sigma_v^2.
\]  
(5)

In principle, for the optimal filter \( h_o \), we should have

\[
J_x(h_o) < J_x(u_1) = \sigma_v^2.
\]  
(6)

In other words, the Wiener filter will be able to reduce the level of noise in the noisy speech signal \( y(n) \).

From (4), we easily find the Wiener–Hopf equation

\[
R_y h_o = p
\]  
(7)

where

\[
R_y = E \{ y(n)y^T(n) \}
\]  
(8)

is the correlation matrix of the observed signal \( y(n) \) and

\[
p = E \{ y(n)x(n) \}
\]  
(9)

is the cross-correlation vector between the noisy and clean speech signals. However, \( x(n) \) is unobservable; as a result, an estimation of \( p \) may seem difficult to obtain. But

\[
p = E \{ y(n)x(n) \} = E \{ y(n)[y(n) - v(n)] \} 
= E \{ y(n)y(n) \} - E \{ [x(n) + v(n)]v(n) \} 
= E \{ y(n)y(n) \} - E \{ v(n)v(n) \} 
= r_y - r_v.
\]  
(10)

Now \( p \) depends on the correlation vectors \( r_y \) and \( r_v \). The vector \( r_y \) (which is also the first column of \( R_y \)) can be easily estimated during speech and noise periods while \( r_v \) can be estimated during noise-only intervals assuming that the statistics of the noise do not change much with time.

Using (10) and the fact that \( u_1 = R_v^{-1}r_y \), we obtain the optimal filter

\[
h_o = u_1 - R_v^{-1}r_v = [I - R_v^{-1}R_v]u_1 
= \left[ \frac{I}{\text{SNR}} + R_v^{-1}R_x \right]^{-1}R_v^{-1}R_x u_1
\]  
(11)

where

\[
\text{SNR} \triangleq \frac{\sigma_x^2}{\sigma_v^2}
\]  
(12)

is the signal-to-noise ratio, \( I \) is the identity matrix, and

\[ R_x \triangleq \frac{R_x}{\sigma_x^2}, \]

\[ R_v \triangleq \frac{R_v}{\sigma_v^2}. \]

We have

\[
\lim_{\text{SNR} \to \infty} h_o = u_1
\]  
(13)

\[
\lim_{\text{SNR} \to 0} h_o = 0
\]  
(14)

where \( 0 \) has the same size as \( h_o \) and consists of all zeros. The minimum MSE (MMSE) is

\[
J_x(h_o) = \sigma_x^2 - p^T h_o = \sigma_x^2 - R_v^{-1}R_y u_1 = R_v^{-1}h_o.
\]  
(15)

We see clearly from the previous expression that \( J_x(h_o) < J_x(u_1) \); therefore, noise reduction is possible.

The normalized MMSE is

\[
\tilde{J}_x(h_o) \triangleq \frac{J_x(h_o)}{J_x(u_1)} = \frac{J_x(h_o)}{\sigma_v^2}
\]  
(16)

and \( 0 < \tilde{J}_x(h_o) < 1 \).

### III. Estimation of the Noise Samples

In this section, we will estimate the noise samples from the observations \( y(n) \). Define the error signal between the noise sample at time \( n \) and its estimate

\[
e_v(n) \triangleq v(n) - \hat{v}(n) = v(n) - g^T y(n)
\]  
(17)

where

\[
g = [g_0 \ g_1 \ \ldots \ \ g_{L-1}]^T
\]

is an FIR filter of length \( L \). The MSE criterion associated with (17) is

\[
J_v(g) \triangleq E \{ c_v^2(n) \}.
\]  
(18)

The estimation of \( v(n) \) in the MMSE sense will tend to attenuate the clean speech.

The minimization of (18) leads to the Wiener–Hopf equation

\[
g_o = R_y^{-1}r_v = R_v^{-1}R_v u_1 
= \left[ \frac{\text{SNR} \cdot I + R_x^{-1}R_v}{\text{SNR}} \right]^{-1}R_v^{-1}R_x u_1.
\]  
(19)

We have

\[
\lim_{\text{SNR} \to \infty} g_o = 0
\]  
(20)

\[
\lim_{\text{SNR} \to 0} g_o = u_1.
\]  
(21)

The MSE for the particular filter \( u_1 \) (no clean speech reduction) is

\[
J_v(u_1) = E \{ e_v^2(n) \} = \sigma_v^2.
\]  
(22)

Therefore, the MMSE and the normalized MMSE are, respectively,

\[
J_v(g_o) = \sigma_v^2 - R_y^{-1}R_v^{-1}r_v = \sigma_v^2 - R_v^{-1}g_o,
\]  
(23)

\[
\tilde{J}_v(g_o) \triangleq \frac{J_v(g_o)}{\tilde{J}_v(u_1)} = \frac{J_v(g_o)}{\sigma_v^2}.
\]  
(24)

Since \( J_v(g_o) < J_v(u_1) \), the Wiener filter will be able to reduce the level of the clean speech in the signal \( y(n) \). As a result, \( 0 < \tilde{J}_v(g_o) < 1 \).

In Section IV, we will see that while the normalized MMSE, \( \tilde{J}_x(h_o) \), of the clean speech estimation plays a key role in noise reduction, the normalized MMSE, \( \tilde{J}_v(g_o) \), of the noise process estimation plays a key role in speech distortion.
IV. IMPORTANT RELATIONSHIPS BETWEEN NOISE REDUCTION AND SPEECH DISTORTION

Obviously, there are some important relationships between the estimation of the clean speech and noise samples. From (11) and (19), we get a relation between the two optimal filters

\[ h_0 = u_1 - g_0. \]  

(25)

In fact, minimizing \( J_x(h) \) or \( J_x(u_1 - h) \) with respect to \( h \) is equivalent. In the same manner, minimizing \( J_x(g) \) or \( J_x(u_1 - g) \) with respect to \( g \) is the same thing. At the optimum, we have

\[ e_{x,n}(n) = x(n) - h_0^T y(n) = x(n) - [u_1 - g_0]^T [x(n) + v(n)] = -v(n) + g_0^T y(n) = -e_{y,n}(n). \]

(26)

From (15) and (23), we see that the two MMSEs are equal

\[ J_x(h_0) = J_x(g_0). \]  

(27)

However, the normalized MMSEs are not, in general. Indeed, we have a relation between the two

\[ \hat{J}_x(g_0) = \frac{J_x(g_0)}{\sigma_v^2} = \frac{J_x(h_0)}{\sigma_v^2} = \hat{J}_x(h_0) \frac{\sigma_v^2}{\sigma_v^2} = \frac{\hat{J}_x(h_0)}{\text{SNR}}. \]  

(28)

So the only situation where the two normalized MMSEs are equal is when the SNR is equal to 1. For \( \text{SNR} < 1 \), \( \hat{J}_x(h_0) < \hat{J}_x(g_0) \) and for \( \text{SNR} > 1 \), \( \hat{J}_x(g_0) < \hat{J}_x(h_0) \). Also, \( \hat{J}_x(h_0) < \text{SNR} \) and \( \hat{J}_x(g_0) < 1/\text{SNR} \).

It can easily be verified that

\[ J_x(h_0) = J_x(g_0) = \sigma_v^2 - 3\hat{J}_x(h_0) \]  

(29)

which implies that \( J_x(h_0) < \sigma_v^2/3 \). We already know that \( J_x(h_0) < \sigma_v^2/2 \) and \( J_x(h_0) < \sigma_v^2/\text{SNR} \).

The optimal estimation of the clean speech, in the Wiener sense, is in fact what we call noise reduction

\[ \hat{y}_0(n) = h_0^T y(n) \]  

(30)

or equivalently, if the noise is estimated first

\[ \hat{v}_0(n) = g_0^T y(n) \]  

(31)

we can use this estimate to reduce the noise from the observed signal

\[ \hat{y}_0(n) = y(n) - \hat{v}_0(n) \]  

(32)

The power of the estimated clean speech signal with the optimal Wiener filter is

\[ E \left\{ \hat{y}_0^2(n) \right\} = h_0^T R_v h_0 = \sigma_v^2 - J_x(h_0) = h_0^T R_v h_0 + h_0^T R_x h_0 = \sigma_v^2 + J_x(h_0) \]  

(33)

which is the sum of two terms. The first one is the power of the attenuated clean speech and the second one is the power of the residual noise (always greater than zero). While noise reduction is feasible with the Wiener filter, expression (33) shows that the price to pay for this is also a reduction of the clean speech [by a quantity equal to \( J_x(h_0) + h_0^T R_x h_0 \) and this implies distortion], since \( h_0^T R_x h_0 < \sigma_v^2 \). In other words, the power of the attenuated clean speech signal is, obviously, always smaller than the power of the clean speech itself; this means that parts of the clean speech are attenuated in the process and as a result, distortion is unavoidable with this approach.

We now define the speech-distortion index due to the optimal filtering operation as

\[ \upsilon_{sd}(g_0) \triangleq \frac{E \left\{ [x(n) - h_0^T x(n)]^2 \right\}}{\sigma_v^2} = \frac{g_0^T R_v g_0}{\text{SNR}} \frac{1}{\text{SNR}} \left[ J_x(h_0) - h_0^T \hat{R}_x h_0 \right] < \hat{J}_x(g_0). \]  

(34)

Clearly, this index is always between 0 and 1 for the optimal filter. Also

\[ \lim_{\text{SNR} \to 0} \upsilon_{sd}(g_0) = 1 \]  

(35)

\[ \lim_{\text{SNR} \to \infty} \upsilon_{sd}(g_0) = 0. \]  

(36)

So when \( \upsilon_{sd}(g_0) \) is close to 1, the speech signal is highly distorted and when \( \upsilon_{sd}(g_0) \) is close to 0, the speech signal is lowly distorted. We deduce that for low SNRs, the Wiener filter can have a disastrous effect on the speech signal.

Similarly, we define the noise-reduction factor due to the Wiener filter as

\[ \xi_{nr}(h_0) \triangleq \frac{\sigma_v^2}{E \left\{ [h_0^T v(n)]^2 \right\}} = \frac{1}{h_0^T \hat{R}_v h_0} = \frac{1}{\text{SNR}} \left[ J_x(h_0) - g_0^T \hat{R}_v g_0 \right] \]  

(37)

and \( \xi_{nr}(h_0) > 1 \). The greater is \( \xi_{nr}(h_0) \), the more noise reduction we have. Also

\[ \lim_{\text{SNR} \to 0} \xi_{nr}(h_0) = \infty, \]  

(38)

\[ \lim_{\text{SNR} \to \infty} \xi_{nr}(h_0) = 1. \]  

(39)

Using (34) and (37), we obtain important relations between the speech-distortion index and the noise-reduction factor

\[ \upsilon_{sd}(g_0) = \frac{1}{\text{SNR}} \left[ J_x(h_0) - \frac{1}{\xi_{nr}(h_0)} \right]. \]  

(40)

\[ \xi_{nr}(h_0) = \frac{1}{\text{SNR}} \left[ J_x(g_0) - \upsilon_{sd}(g_0) \right]. \]  

(41)

Therefore, for the optimum filter, when the SNR is very large, there is little speech distortion and little noise reduction (which is not really needed in this situation). On the other hand, when the SNR is very small, speech distortion is large as well as noise reduction.
Another way to examine the noise-reduction performance is to inspect the SNR improvement. Let us define the a posteriori SNR, after noise reduction with the Wiener filter as

\[
\text{SNR}_\omega = \frac{h_\omega^T R_g h_\omega}{\text{SNR} h_0^T R_g h_0} = 1 + \text{SNR} \xi_{\text{SNR}}(h_0) \left[ 1 - \frac{\tilde{J}_v(g_\omega)}{J_v(g_\omega) - v_{\text{sd}}(g_\omega)} \right] = 1 + \frac{1 - \tilde{J}_v(g_\omega)}{J_v(g_\omega) - v_{\text{sd}}(g_\omega)}. \tag{42}
\]

It can be shown that the a posteriori SNR and the a priori SNR satisfy \( \text{SNR}_\omega \geq \text{SNR} \) (see Appendix), indicating that the Wiener filter is always able to improve the SNR of the noisy speech signal.

Knowing that \( \text{SNR}_\omega \geq \text{SNR} \), we can now give the lower bound for \( \xi_{\text{SNR}}(h_\omega) \). As a matter of fact, it follows from (42) that

\[
\text{SNR}_\omega = 1 - \frac{1 - \tilde{J}_v(g_\omega)}{J_v(g_\omega) - v_{\text{sd}}(g_\omega)} \geq \text{SNR}. \tag{43}
\]

Since \( v_{\text{sd}}(g_\omega) < J_v(g_\omega) \), and \( 0 \leq v_{\text{sd}}(g_\omega) \leq 1 \), it can be easily shown that

\[
\xi_{\text{SNR}}(h_\omega) \geq \frac{\text{SNR} + 2}{\text{SNR}}. \tag{44}
\]

Similarly, we can derive the upper bound for \( v_{\text{sd}}(g_\omega) \), i.e.,

\[
v_{\text{sd}}(g_\omega) \leq \frac{1}{2\text{SNR} + 1}. \tag{45}
\]

Fig. 1 illustrates expressions (44) and (45).

We now introduce another index for noise reduction

\[
\xi_{\text{SNR}}(h_\omega) \triangleq 1 - \tilde{J}_v(h_\omega) \leq 1. \tag{46}
\]

The closer is \( \xi_{\text{SNR}}(h_\omega) \) to 1, the more noise reduction we get. This index will be helpful to use in Sections V–VII.

V. PARTICULAR CASE: WHITE GAUSSIAN NOISE

In this section, we assume that the additive noise is white, so that,

\[
\mathbf{r}_v = \sigma_v^2 \mathbf{u}_1. \tag{47}
\]

From (16) and (24), we observe that the two normalized MMSEs are

\[
\tilde{J}_x(h_\omega) = h_{\omega 0} \tag{48}
\]

\[
\tilde{J}_v(g_\omega) = \frac{1 - g_{\omega 0}}{\text{SNR}} \tag{49}
\]

where \( h_{\omega 0} \) and \( g_{\omega 0} \) are the first components of the vectors \( h_\omega \) and \( g_\omega \), respectively. Clearly, \( 0 < h_{\omega 0} < 1 \) and \( 0 < g_{\omega 0} < 1 \). Hence, the normalized MMSE \( \tilde{J}_x(h_\omega) \) is completely governed by the first element of the Wiener filter \( h_\omega \).

Now, the speech-distortion index and the noise-reduction factor for the optimal filter can be simplified

\[
v_{\text{sd}}(g_\omega) = \frac{1}{\text{SNR}} \left[ h_{\omega 0} - h_\omega^T h_\omega \right] \tag{50}
\]

\[
= \frac{g_\omega^T h_\omega}{\text{SNR}} = \frac{1}{\text{SNR}} \left[ g_{\omega 0} - g_\omega^T g_\omega \right], \tag{51}
\]

We also deduce from (50) that \( h_{\omega 0} > h_\omega^T h_\omega \) and \( g_{\omega 0} > g_\omega^T g_\omega \).

We know from linear prediction theory that [47]

\[
R_y \begin{bmatrix} 1 \\ -a_y \end{bmatrix} = \begin{bmatrix} E_y \\ 0_{(L-1) \times 1} \end{bmatrix} \tag{52}
\]

where \( a_y \) is the forward linear predictor and \( E_y \) is the corresponding error energy. Replacing the previous equation in (11), we obtain

\[
h_\omega = \mathbf{u}_1 - \sigma_v^2 R_y^{-1} \mathbf{u}_1 = \begin{bmatrix} h_{\omega 0} \\ \sigma_v^2 E_y a_y \end{bmatrix}, \tag{53}
\]

where

\[
h_{\omega 0} = \tilde{J}_x(h_\omega) = 1 - \frac{\sigma_v^2}{E_y}. \tag{54}
\]

Equation (53) shows how the Wiener filter is related to the forward predictor of the observed signal \( y(n) \). This expression also gives a hint on how to choose the length of the optimal filter \( h_\omega \): it should be equal to the length of the predictor \( a_y \) required to have a good prediction of the observed signal \( y(n) \). Equation (54) contains some very interesting information. Indeed, if the clean speech signal is completely predictable, this means that \( E_y \approx \sigma_v^2 \) and \( \tilde{J}_x(h_\omega) \approx 0 \). On the other hand, if \( x(n) \) is not predictable, we have \( E_y \approx \sigma_v^2 \) and \( \tilde{J}_x(h_\omega) \approx 1 - \sigma_v^2/\sigma_v^2 \). This implies that the Wiener filter is more efficient to reduce the level of noise for predictable signals than for unpredictable ones.

VI. BETTER WAYS TO MANAGE NOISE REDUCTION AND SPEECH DISTORTION

For a noise-reduction/speech-enhancement system, we always expect that it can achieve maximal noise reduction without much speech distortion. From the previous section, however, it follows that while noise reduction is maximized with the
optimal Wiener filter, speech distortion is also maximized. One may ask the legitimate question: are there better ways to control the tradeoff between the conflicting requirements of noise reduction and speech distortion? Examining (34), one can see that to control the speech distortion, we need to minimize \( E \left\{ \left( x(n) - h_o^T x(n) \right)^2 \right\} \). This can be achieved in different ways. For example, a speech signal can be modeled as an AR process. If the AR coefficients are known \( a \) priori or can be estimated from the noisy speech, these coefficients can be exploited to minimize \( E \left\{ \left( x(n) - h_o^T x(n) \right)^2 \right\} \), while simultaneously achieving a reasonable level of noise attenuation. This is often referred to as the parametric-model-based technique [36], [37]. We will not discuss the details of this technique here. Instead, in what follows we will discuss two other approaches to manage noise reduction and speech distortion in a better way.

A. A Suboptimal Filter

Consider the suboptimal filter

\[
h_s = u_1 - g_s = u_1 - \alpha g_o
\]

(55)

where \( \alpha \) is a real number. The MSE of the clean speech estimation corresponding to \( h_s \) is

\[
J_x(h_s) = E \left\{ \left( x(n) - h_s^T y(n) \right)^2 \right\} = \sigma_v^2 - \alpha (2 - \alpha) \sigma_v^2 \frac{1}{\sigma_y^2} \sigma_y T \sigma_y^{-1} \sigma_v
\]

(56)

and, obviously, \( J_x(h_s) \geq J_x(h_o), \forall \alpha; \) we have equality for \( \alpha = 1 \). In order to have noise reduction, \( \alpha \) must be chosen in such a way that \( J_x(h_s) < J_x(u_1) \), therefore

\[
0 < \alpha < 2.
\]

(57)

We can check that

\[
J_x(g_s) = E \left\{ \left( y(n) - \alpha g_o^T y(n) \right)^2 \right\} = J_x(h_s).
\]

(58)

Let

\[
\hat{x}_s(n) = h_s^T y(n)
\]

(59)

denote the estimation of the clean speech at time \( n \) with respect to \( h_s \). The power of \( \hat{x}_s(n) \) is

\[
E \left\{ \hat{x}_s(n) \right\} = h_s^T R_y h_s = \left[ u_1 - \alpha R_y^{-1} r_v \right]^T \left[ r_y - \alpha r_v \right] = \sigma_y^2 + (1 - 2\alpha) \sigma_y^2 + \alpha^2 \sigma_v^2 R_y^{-1} r_v.
\]

(60)

The speech-distortion index corresponding to the filter \( h_s \) is

\[
\nu_{sd}(g_s) = \frac{E \left\{ \left( x(n) - h_s^T x(n) \right)^2 \right\}}{\sigma_v^2} = \alpha^2 g_o^T R_y g_o = \alpha^2 \nu_{sd}(g_o).
\]

(61)

The previous expression shows that the ratio of the speech-distortion indices corresponding to the two filters \( g_s \) and \( g_o \) depends on \( \alpha \) only.

In order to have less distortion with the suboptimal filter \( h_s \) than with the Wiener filter \( h_o \), we must find \( \alpha \) in such a way that

\[
\nu_{sd}(g_s) < \nu_{sd}(g_o)
\]

(62)

hence, the condition on \( \alpha \) should be

\[
-1 < \alpha < 1.
\]

(63)

Finally, the suboptimal filter \( h_s \) can reduce the level of noise of the observed signal \( y(n) \) but with less distortion than the Wiener filter \( h_o \) if \( \alpha \) is taken such as

\[
0 < \alpha < 1.
\]

(64)

For the extreme cases \( \alpha = 0 \) and \( \alpha = 1 \) we obtain respectively \( h_s = u_1 \), no noise reduction at all but no additional distortion added, and \( h_s = h_o \), maximum noise reduction with maximum speech distortion.

Since

\[
J_v(g_s) = g_s^T R_y g_s + h_s^T R_y h_s = \sigma_v^2 g_o^T R_y g_o + \sigma_v^2 h_o^T R_y h_o \approx J_x(h_s)
\]

(65)

it follows immediately that the speech-distortion index and the noise-reduction factor due to \( h_s \) are

\[
\nu_{sd}(g_s) = \frac{1}{\text{SNR}} \left[ J_x(h_o) - \frac{1}{\xi_{ir}(h_o)} \right]
\]

(66)

\[
\xi_{ir}(h_s) = \frac{\sigma_v^2}{h_s^T R_y h_s} = \frac{1}{\text{SNR}} \left[ J_v(g_o) - \nu_{sd}(g_o) \right].
\]

(67)

From (61), one can see that \( \nu_{sd}(g_s)/\nu_{sd}(g_o) = \alpha^2 \), which is a function of \( \alpha \) only. Unlike \( \nu_{ir}(g_o)/\nu_{ir}(h_o) \), \( \xi_{ir}(h_s)/\xi_{ir}(h_o) \) does not only depend on \( \alpha \), but on the characteristics of both the speech and noise signal as well.

However, using (56) and (15), we find that

\[
\xi_{ir}(h_s) = \frac{1 - J_x(h_o)}{1 - J_x(h_s)} = \alpha (2 - \alpha).
\]

(68)

Fig. 2 plots \( \nu_{sd}(g_s)/\nu_{sd}(g_o) \) and \( \xi_{ir}(h_s)/\xi_{ir}(h_o) \), both as a function of \( \alpha \). We can see that when \( \alpha = 0,7 \), the suboptimal filter achieves 91% of the noise reduction with the Wiener filter, while the speech distortion is only 49% of that of the Wiener filter. In real applications, we may want the system to achieve maximal noise reduction, while keeping the speech distortion as low as possible. If we define a cost function to measure the compromise between the noise reduction and the speech distortion as

\[
J_{c 관련해 작성된 내용을 사용하여 자연스럽게 읽기 가능한 텍스트로 변환한 것입니다. 본문은 음성 중지 감소와 음성 코오디나이션을 관리하기 위한 다른 방법에 대해 논의할 것입니다. 동일한 필터들을 사용하여, 75%의 소음 감소율을 얻을 수 있습니다. 이 경우, 서브오ptymal 필터는 Wiener 필터에서 주파수 감소의 비율을 75%로 유지하면서, 음성 코오디나이션을 향상시킵니다.
only 25% of that of the Wiener filter. The parameter $\alpha_0$, which is optimal in terms of the tradeoff between noise reduction and speech distortion, can be used as a guidance in designing a practical noise reduction system for applications like ASR.

Another way to obtain an optimal $\alpha$ is to define a discriminative cost function between $\xi_{\text{SNR}}(h_0)/\xi_{\text{SNR}}(h_0)$ and $v_{\text{SNR}}(g_0)/v_{\text{SNR}}(g_0)$, i.e.,

$$J_{\xi}(\alpha) = \frac{\xi_{\text{SNR}}(h_0)}{\xi_{\text{SNR}}(h_0)} - \beta \frac{v_{\text{SNR}}(g_0)}{v_{\text{SNR}}(g_0)} = \frac{(u_1 - g_0)^T R_u (u_1 - g_0)}{(u_1 - g_0)^T R_u (u_1 - g_0) - \beta \alpha^2} = \frac{\sigma_u^2 + \alpha \sigma_g^2}{\sigma_u^2 + \alpha \sigma_g^2} - \frac{2 \sigma_u \sigma_g}{\sigma_u^2 + \alpha \sigma_g^2} - \beta \alpha^2$$

(71)

where $\beta$ is an application-dependent constant and determines the relative importance between the improvement in speech distortion and degradation in noise reduction (e.g., in hearing aid applications we may tune this parameter using subjective intelligibility tests).

In contrast to $J_{\xi}(\alpha)$, which is a function of $\alpha$ only, the cost function $J_{\xi V}(\alpha)$ does not only depend on $\alpha$, but on the characteristics of the speech and noise signal as well. Fig. 3 plots $J_{\xi V}(\alpha)$ as a function of $\alpha$ in different SNR conditions, where both the signal and the noise are assumed to be Gaussian random processes and $\beta = 0.7$. This figure shows that for the same $\alpha$, $J_{\xi V}(\alpha)$ decreases with SNR, indicating that the higher the SNR, the better the suboptimal filter is able to control the compromise between noise reduction and speech distortion.

In order for the suboptimal filter to be able to control the tradeoff between noise reduction and speech distortion, $\alpha$ should be chosen in such a way that $\xi_{\text{SNR}}(h_0)/\xi_{\text{SNR}}(h_0) > v_{\text{SNR}}(g_0)/v_{\text{SNR}}(g_0)$. Therefore, $J_{\xi V}(\alpha)$ should satisfy $J_{\xi V}(\alpha) > 0$. From Fig. 3, we notice that $J_{\xi V}(\alpha)$ is always positive if the SNR is above 1 (0 dB). When the SNR drops below 1 (0 dB), however, $J_{\xi V}(\alpha)$ may become negative, indicating that the suboptimal filter cannot work reliably in very noisy conditions [when SNR $< 1$ (0 dB)].

Fig. 3 also shows the $\alpha_0$ that maximizes $J_{\xi V}(\alpha)$ in different SNR situations. It is interesting to see that the $\alpha_0$ approaches to 1 when SNR $< 1$ (0 dB), which means that the suboptimal filter converges to the Wiener filter in very low SNR conditions. As we increase the SNR, the $\alpha_0$ begins to decrease. It goes to 0 when SNR is increased to 1000 (30 dB). This is understandable. When the SNR is very high, the speech signal is already very clean, so filtering is not really needed. By searching the $\alpha_0$ that maximizes (71), the system can adaptively achieve the best tradeoff between noise reduction and speech distortion according to the characteristics of both the speech and noise signals.

B. Noise Reduction With Multiple Microphones

In more and more applications, multiple microphone signals are available. Therefore, it is interesting to investigate deeply the multichannel case, where various techniques such as beamforming (nonadaptive and adaptive) and spatial-temporal filtering can be used to achieve noise reduction [13], [50]–[52]. One of the first papers to do so is a paper written by Doclo and Moonen [13], where the optimal filter is derived as well as a general class of estimators. The authors also show how the generalized singular value decomposition can be used in this spatio-temporal technique. In this section, we take a slightly different approach. We will see, in particular, that we can reduce the level of noise without distorting the speech signal.

We suppose that we have a linear array consisting of $M$ microphones whose outputs are denoted as $y_m(n)$, $m = 0, 1, \ldots, M - 1$. Without loss of generality, we select microphone 0 as the reference point and to simplify the analysis, we consider the following propagation model:

$$y_m(n) = \beta_m s(n - t - \tau_m) + v_m(n), \quad m = 0, 1, \ldots, M - 1$$

(72)

where $\beta_m$ is the attenuation factor (with $\beta_0 = 1$), $t$ is the propagation time from the unknown speech source $s(n)$ to microphone 0, $v_m(n)$ is an additive noise signal at the $m$th microphone, and $\tau_m$ is the relative delay between microphones 0 and $m$, with $\tau_0 = 0$.

In the following, we assume that the relative delays $\tau_m$, $m = 1, \ldots, M - 1$, are known or can easily be estimated. So our first step is the design of a simple delay-and-sum beamformer, which spatially aligns the microphone signals to the direction of the
speech source. From now on, we will work on the time-aligned signals
\[
z_m(n) = y_m(n + \tau_m) = \beta_m s(n - t) + v_m(n + \tau_m),
\]
\[
x_m(n) + \bar{v}_m(n + \tau_m),
\]
\[
m = 0, 1, \ldots, M - 1.
\] (73)

A straightforward approach for noise reduction is to average the \(M\) signals \(z_m(n)\)
\[
z_a(n) = \frac{1}{M} \sum_{m=0}^{M-1} z_m(n) = \frac{\beta_a}{M} s(n - t) + \frac{1}{M} \sum_{m=0}^{M-1} v_m(n + \tau_m) \] (74)

where \(\beta_a = \sum_{m=0}^{M-1} \beta_m\). If the noises are added incoherently, the output SNR will, in principle, increase \([48]\). We can further reduce the noise by passing the signal \(z_a(n)\) through a Wiener filter as shown in the previous sections. This approach has, however, two drawbacks. The first one is that, since for \(m \neq i\), \(E\{v_m(n + \tau_m) v_i(n + \tau_i)\} \neq 0\) in general, the output SNR will not improve that much; and the second one, as we know already, is speech distortion introduced by the optimal filter.

Let us now define the error signal, for the \(n\)th microphone, between the clean speech sample \(x_m(n)\) and its estimate as
\[
ev_{ex}(n) = x_m(n) - \hat{h}_m^T z(n) = x_m(n) - \sum_{i=0}^{M-1} \hat{h}_m^T z_i(n) \] (75)

where \(\hat{h}_m\) are filters of length \(L\) and
\[
\hat{h}_m \triangleq [\hat{h}_m^T \hat{v}_m^T \ldots \hat{v}_{M-1,m}^T],
\]
\[
z(n) \triangleq [z_0^T(n) z_1^T(n) \ldots z_{M-1}^T(n)]^T.
\]

Since \(z_i(n) = \beta_i s(n - t) + \bar{v}_i(n + \tau_i)\), (75) becomes
\[
ev_{ex}(n) = s^T(n - t) - \sum_{i=0}^{M-1} \beta_i \hat{h}_m z_i(n)
\]
\[
e_{s,m}(n) - e_{v,m}(n)
\] (76)

where

\[
D \triangleq [\beta_0 \beta_1 \ldots \beta_{M-1}],
\]
\[
\nu(n) \triangleq [\nu_0^T(n + \tau_0) \nu_1^T(n + \tau_1) \ldots \nu_{M-1}^T(n + \tau_{M-1})]^T.
\]

Expression (76) is the difference between two error signals; \(e_{s,m}(n)\) represents signal distortion and \(e_{v,m}(n)\) represents the residual noise. The MSE corresponding to the residual noise with the \(n\)th microphone as the reference signal is
\[
J_{v,m}(h_m) = E\left\{\nu(n)\nu^T(n)\right\} = \hat{h}_m^T \nu(n + \tau_m) h_m.
\] (77)

Usually, in the single-channel case, the minimization of the MSE corresponding to the residual noise is done while keeping the signal distortion below a threshold \([28]\). With no distortion, the optimal filter obtained from this optimization is \(u_i\), hence there is not any noise reduction either. The advantage of multiple microphones is that, actually, we can minimize \(J_{v,m}(h_m)\) with the constraint that \(\beta_m u_i = D h_m\) (no speech distortion at all). Therefore, our optimization problem is
\[
\min_{h_m} J_{v,m}(h_m) \quad \text{subject to } \beta_m u_i = D h_m. \] (78)

By using a Lagrange multiplier, we easily find the optimal solution
\[
h_{\kappa,m} = \beta_m R_v^{-1} D^T [D R_v^{-1} D^T]^{-1} u_i \] (79)

where we assumed that the noise signals \(v_i(n)\) are not perfectly coherent so that \(R_v\) is not singular. This result is very similar to the linearly constrained minimum variance (LCMV) beamformer \([51, 52]\); but in (79) additional attenuation factors \(\beta_m\) have been included. Note also that this formula has been derived from a different point of view as a multichannel extension of a single-channel MMSE noise-reduction algorithm.

Given the optimal filter \(h_{\kappa,m}\), we can write the MMSE for the \(n\)th microphone as
\[
J_{v,m}(h_{\kappa,m}) = \beta_m^2 \nu_i^T [D R_v^{-1} D^T]^{-1} u_i. \] (80)

Since we have \(M\) microphones, we have \(M\) MMSEs as well. The best MMSE from a noise reduction point of view is the smallest one, which is, according to (80), the microphone signal with the smallest attenuation factor.

The attenuation factors \(\beta_m\) can be easily determined, if the power of the noise signals is known, by using the formula
\[
\beta_m^2 = \frac{E\left\{\nu_m^2(n + \tau_m)\right\}}{E\left\{\nu_i^2(n)\right\} - E\left\{\nu_i^2(n + \tau_i)\right\}},
\]
\[
m = 1, 2, \ldots, M - 1.
\] (81)

For the particular case where the noise is spatio-temporally white with a power equal to \(\sigma^2_v\), the MMSE and the normalized MMSE for the \(n\)th microphone are, respectively,
\[
J_{v,m}(h_{\kappa,m}) = \sigma^2_v \beta_m^2 / \sum_{i=0}^{M-1} \beta_i^2
\] (82)
\[
\tilde{J}_{v,m}(h_{\kappa,m}) = \beta_m^2 / \sum_{i=0}^{M-1} \beta_i^2. \] (83)

As in the single-channel case, we can define for the \(n\)th microphone the speech-distortion index as
\[
\psi_{\kappa,n}(h_{\kappa,m}) = \frac{E\left\{x_m(n) - \sum_{i=0}^{M-1} \hat{h}_m^T z_i(n)\right\}^2}{\sigma^2_{v,m}} \] (84)

and the noise-reduction factors as
\[
\xi_{\kappa,n}(h_{\kappa,m}) = \frac{\sigma^2_{v,m}}{E\left\{\sum_{i=0}^{M-1} \hat{h}_m^T v_i(n + \tau_m)\right\}^2} \] (85)
\[
\zeta_{\kappa,n}(h_{\kappa,m}) = 1 - \tilde{J}_{v,m}(h_{\kappa,m}). \] (86)
With the optimal filter given in (79), for the particular case where
the noise is spatio-temporally white with a power equal to \( \sigma_n^2 \), it can be easily shown that
\[
\psi_{\text{sd}}(l_{0};m) = 0,
\]
\[
\xi_{\text{inf}}(l_{0};m) = \sum_{i=0}^{M-1} \frac{\beta_i^2}{\sum_{i=0}^{M-1} \beta_i^2},
\]
and
\[
\zeta_{\text{inf}}(l_{0};m) = 1 - \frac{\beta_m^2}{\sum_{i=0}^{M-1} \beta_i^2}.
\]
It can be seen that when the number of microphones goes to
infinity, \( \xi_{\text{inf}}(l_{0};m) \) and \( \zeta_{\text{inf}}(l_{0};m) \) approach, respectively, to
infinity and 1, and meanwhile \( \psi_{\text{sd}}(l_{0};m) = 0 \), which indicates
that the noise can be completely removed with no signal distor-
tion at all.

VII. SIMULATION EXPERIMENTS

By defining a speech-distortion index to measure the degree to
which the speech signal is deformed and two noise-reduction
factors to quantify the amount of noise being attenuated, we
have analytically examined the performance behavior of the
Wiener-filter-based noise reduction technique. It is shown that
the Wiener filter achieves noise reduction by distorting the
speech signal. The more the noise is reduced, the more the
speech is distorted. We also proposed several approaches to
better manage the tradeoff between noise reduction and speech
distortion. To further verify the analysis, and to assess the
noise-reduction-and-speech-distortion management schemes,
we implemented a time-domain Wiener-filter system. The
sampling rate is 8 kHz. The noise signal is estimated in the
time-frequency domain using a sequential algorithm presented
in [6], [7]. Briefly, this algorithm obtains an estimate of noise
using the overlap-add technique on a frame-by-frame basis. The
noisy speech signal \( y(n) \) is segmented into frames with a frame
width of 8 ms and an overlapping factor of 75\%. Each frame is
then transformed via a DFT into a block of spectral samples. Successive blocks of spectral samples form a two-dimensional
time-frequency matrix denoted by \( Y(l_j, \omega) \), where subscript \( t \)
is the frame index, denoting the time dimension, and \( \omega \) is the
angular frequency. Then an estimate of the magnitude of the
noise spectrum is formulated as shown in (87) at the bottom of
the page, where \( \alpha_0 \) and \( \alpha_4 \) are the “attack” and “decay”
coefficients respectively. Meanwhile, to reduce its temporal
fluctuation, the magnitude of the noisy speech spectrum is
smoothed according to the following recursion (see (88), shown
at the bottom of the page), where again \( \beta_0 \) is the “attack”
coefficient and \( \beta_1 \) the “decay” coefficient. To further reduce the
spectral fluctuation, both \( \hat{Y}_l(\omega) \) and \( \bar{Y}_l(\omega) \) are averaged across
the neighboring frequency bins around \( \omega \). Finally, an estimate
of the noise spectrum is obtained by multiplying \( \hat{Y}_l(\omega)/\bar{Y}_l(\omega) \)
with \( Y_l(\omega) \), and the time-domain noise signal is obtained
through IDFT and the overlap-add technique. See [6], [7] for a
more detailed description of this noise-estimation scheme.

Fig. 4 shows a speech signal corrupted by a car noise [SNR =
10 (10 dB)], the waveform and the spectrogram of the car noise
that is added to the speech, and the waveform and spectrogram
of the noise estimate. It can be seen that during the absence of
speech, the estimate is a good approximation of the noise signal.
It is also noticed from its spectrogram that the noise estimate
consists of some minor speech components during the presence
of speech. Our listening test, however, shows that the residual
speech in the noise estimate is almost inaudible. An apparent
advantage of this noise-estimation technique is that it does not
require an explicit voice activity detector. In addition, our exper-
imental investigation reveals that such a scheme is able to cap-
ture the noise characteristics in both the presence and absence
of speech, therefore it does not rely on the assumption that the
noise characteristics in the presence of speech stay the same as
in the absence of speech.

\[
\hat{Y}_l(\omega) = \begin{cases} 
\alpha_0 \hat{Y}_{l-1}(\omega) + (1 - \alpha_0) |Y_l(j\omega)|, & \text{if } |Y_l(j\omega)| \geq \hat{Y}_{l-1}(\omega) \\
\alpha_4 \hat{Y}_{l-1}(\omega) + (1 - \alpha_4) |Y_l(j\omega)|, & \text{if } |Y_l(j\omega)| < \hat{Y}_{l-1}(\omega)
\end{cases}
\]  
\hspace{10cm} (87)

\[
\bar{Y}_l(\omega) = \begin{cases} 
\beta_0 \bar{Y}_{l-1}(\omega) + (1 - \beta_0) |Y_l(j\omega)|, & \text{if } |Y_l(j\omega)| \geq \bar{Y}_{l-1}(\omega) \\
\beta_4 \bar{Y}_{l-1}(\omega) + (1 - \beta_4) |Y_l(j\omega)|, & \text{if } |Y_l(j\omega)| < \bar{Y}_{l-1}(\omega)
\end{cases}
\]  
\hspace{10cm} (88)
Based on the implemented system, we evaluate the Wiener filter for noise reduction. The first experiment investigates the influence of the filter length on the noise reduction performance. Instead of using the estimated noise, here we assume that the noise signal is known a priori. Therefore, this experiment demonstrates the upper limit of the performance of the Wiener filter. We consider two cases. In the first one, both the source signal and the background noise are random processes in which the current value of the signal cannot be predicted from its past samples. The source signal is a noise signal recorded from a New York Stock Exchange (NYSE) room. This signal consists of sound from various sources such as speakers, telephone rings, electric fans, etc. The background noise is a computer-generated Gaussian random process. The results for this case are graphically portrayed in Fig. 5. It can be seen that both the noise-reduction factor $\xi_{\text{nr}}(h_0)$ and the speech-distortion index increase linearly with the filter length. Therefore, a longer filter should be applied for more noise reduction. However, the more the noise is attenuated, the more the source signal is deformed, as shown in Fig. 5.

In the second case, we test the Wiener filter for noise reduction in the context of speech signals. It is known that a speech signal can be modeled as an AR process, where its current value can be predicted from its past samples. To simplify the situation for the ease of analysis, the source signal used here is an /i:/ sound from a female speaker. Similarly as in the previous case, the background noise is a computer-generated white Gaussian random process. The results are plotted in Fig. 6. Again, the noise-reduction factor, which quantifies the amount of noise being attenuated, increases monotonically with the filter length; but unlike the previous case, the relationship between the noise reduction and the filter length is not linear. Instead, the curve at first grows quickly as the filter length is increased up to 10, and then continues to grow but with a slower rate. Unlike $\xi_{\text{nr}}$, the speech-distortion index, i.e., $\psi_{\text{sd}}$, exhibits a nonmonotonic relationship with the filter length. It first decreases to its minimum, and then increases again as the filter length is increased. The reason, as we have explained in Section V, is that a speech signal can be modeled as an AR process. Particular to this experiment, the /i:/ sound used here can be well modeled with a sixth-order LPC (linear prediction coding) analysis. Therefore, when the filter length is increased to 6, the numerator of (34) is minimized, as a result, the speech-distortion index reaches its minimum. Continuing to increase the filter length leads to a
higher distortion due to more noise reduction. To further verify this observation, we investigated several other vowels, and found that the curve of $t_{\text{SNR}}$ versus filter length follows a similar shape, except that the minimum may appear in a slightly different location. Taking into account the sounds other than vowels in speech that may be less predictable, we find that good performance with the Wiener filter (in terms of the compromise between noise reduction and speech distortion) can be achieved when the filter length $L$ is chosen around 20. Figs. 7 and 8 plot, respectively, the outputs of our Wiener filter system for $\text{SNR} = 10$ (10 dB) and $\text{SNR} = 1$ (0 dB), where the speech signal is from a female speaker, the background noise is a car noise signal, and $L = 20$.

The second experiment tests the noise reduction performance in different SNR conditions. Here the speech signal is recorded from a female speaker as shown in Fig. 7. The computer-generated random Gaussian noise is added to the speech signal to control the SNR. The length of the Wiener filter is set to $L = 20$. The results are presented in Fig. 9, where besides $t_{\text{SNR}}$ and $t_{\text{IS}}$, we also plotted the Itakura–Saito (IS) distance, a widely used objective quality measure that performs a comparison of spectral envelopes (AR parameters) between the clean and the processed speech [53]. Studies have shown that the IS measure is highly correlated (0.59) with subjective quality judgements [54]. A recent report reveals that the difference in mean opinion score (MOS) between two processed speech signals would be less than 1.6 if their IS measure is less than 0.5 for various codecs [55]. Many other reported experiments confirmed that two spectra would be perceptually nearly identical if their IS distance is less than 0.1. All this evidence indicates that the IS distance is a reasonably good objective measure of speech quality.

As SNR decreases, the observation signal becomes more noisy. Therefore, the Wiener filter is expected to have more noise reduction for low SNRs. This is verified by Fig. 9(a), where significant noise reduction is obtained for low SNR conditions. However, more noise reduction would correspond to more speech distortion. This is confirmed by Fig. 9(b) and (d) where both the speech-distortion index and the IS distance increase as speech becomes more noisy. Comparing the IS
Fig. 9. Noise reduction performance as a function of SNR in white Gaussian noise: (a) noise-reduction factor; (b) speech-distortion index; (c) Itakura–Saito distance between the clean and noisy speeches; and (d) Itakura–Saito distance between the clean and noise-reduced speeches.

TABLE I

<table>
<thead>
<tr>
<th>SNR</th>
<th>USD</th>
<th>( \zeta_{nr} )</th>
<th>( \zeta_{or} )</th>
<th>ISD(^1)</th>
<th>ISD(^2)</th>
<th>ISD(^3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 (20 dB)</td>
<td>Wiener filter</td>
<td>0.0011</td>
<td>2.4390</td>
<td>0.6152</td>
<td>0.1691</td>
<td>0.1471</td>
</tr>
<tr>
<td></td>
<td>Suboptimal filter (( \alpha = 0.8 ))</td>
<td>0.0007</td>
<td>2.1753</td>
<td>0.5771</td>
<td>0.0423</td>
<td>0.2820</td>
</tr>
<tr>
<td></td>
<td>Suboptimal filter (( \alpha = 0.7 ))</td>
<td>0.0006</td>
<td>2.0106</td>
<td>0.5422</td>
<td>0.0281</td>
<td>0.3476</td>
</tr>
<tr>
<td>31.6 (15 dB)</td>
<td>Wiener filter</td>
<td>0.0033</td>
<td>3.1977</td>
<td>0.6903</td>
<td>0.2133</td>
<td>0.2032</td>
</tr>
<tr>
<td></td>
<td>Suboptimal filter (( \alpha = 0.8 ))</td>
<td>0.0021</td>
<td>2.7379</td>
<td>0.6518</td>
<td>0.0488</td>
<td>0.5114</td>
</tr>
<tr>
<td></td>
<td>Suboptimal filter (( \alpha = 0.7 ))</td>
<td>0.0016</td>
<td>2.4544</td>
<td>0.6139</td>
<td>0.0352</td>
<td>0.6034</td>
</tr>
<tr>
<td>10 (10 dB)</td>
<td>Wiener filter</td>
<td>0.0092</td>
<td>4.4565</td>
<td>0.7610</td>
<td>0.2622</td>
<td>0.2652</td>
</tr>
<tr>
<td></td>
<td>Suboptimal filter (( \alpha = 0.8 ))</td>
<td>0.0059</td>
<td>3.5896</td>
<td>0.7222</td>
<td>0.0582</td>
<td>0.7759</td>
</tr>
<tr>
<td></td>
<td>Suboptimal filter (( \alpha = 0.7 ))</td>
<td>0.0045</td>
<td>3.0807</td>
<td>0.6816</td>
<td>0.0441</td>
<td>0.8917</td>
</tr>
</tbody>
</table>

distance before [Fig. 9(c)] and after [Fig. 9(d)] noise reduction, one can see that significant gain in the IS distance has been achieved, indicating that the Wiener filter is able to reduce noise and improve speech quality (but not necessarily speech intelligibility).

The third experiment is to verify the performance behavior of the suboptimal filter derived in Section VI-A. The experimental conditions are the same as outlined in the previous experiment. The results are presented in Table I, where for the purpose of comparison, besides the speech-distortion index and the noise-reduction factor, we also show three IS distances (between the clean \( x(n) \) and filtered speech \( y^T \tilde{x}(n) \) signals denoted as ISD\(^1\), between the clean and noise-reduced speech \( y^T \tilde{y}(n) \) signals marked as ISD\(^2\), and between the clean and noisy signals \( y(n) \) denoted as ISD\(^3\), respectively).

One can see that the IS distance between the clean and noisy speech signals increases as SNR drops. The reason for this is apparent. When SNR decreases, the speech signal becomes more
As a result, the difference between the spectral envelope (or AR parameters) of the clean speech and that (or those) of the noisy speech tends to be more significant, which leads to a higher IS distance. It is noticed that ISD$^2$ is much smaller than ISD$^3$. This significant gain in IS distance indicates that the use of noise reduction technique is able to mitigate noise and improve speech quality. Comparing the results from both the Wiener and the suboptimal Wiener filters, we can see that a better compromise between noise reduction and speech distortion is accomplished by using the suboptimal filter. For example, when $\text{SNR} = 100$ (20 dB), the suboptimal filter with $\alpha = 0.7$ has achieved a noise reduction of 2.0106, which is 82% of that with the Wiener filter; but its speech-distortion index is 0.0006, which is only 54% of that of the Wiener filter; the corresponding IS distance between the clean and filtered speech is 0.0281, which is only 17% of that of the Wiener filter. From the analysis shown in Section VI-A, we know that both $\xi_{\text{II}}(\mathbf{g}_x)/\xi_{\text{II}}(\mathbf{g}_x)$ and $\zeta_{\text{II}}(\mathbf{h}_x)/\zeta_{\text{II}}(\mathbf{h}_x)$ are independent of SNR. This can be easily verified from Table I. However, it is noted that $\xi_{\text{III}}(\mathbf{h}_x)/\xi_{\text{III}}(\mathbf{h}_x)$ decreases with SNR, which may indicate that the suboptimal filter works more efficiently for higher SNR than for lower SNR conditions.

The last experiment is to investigate the performance of the multichannel optimal filter given in (79). Since the focus of this paper is on reduction of additive noise, the reverberation effect is not considered here. To simplify the analysis, we assume that we have an equispaced linear array, which consists of ten microphone sensors. The spacing between adjacent microphones is $d = 2.3$ cm. There is only a single speech source (a speech signal from a female speaker) propagating from the far field to the array with an incident angle (the angle between the wavefront and the line joining the sensors in the linear array) of $\theta = 30^\circ$. We further assume that all the microphone sensors have the same signal and noise power. The sampling rate is 16 kHz. For the experiment, we choose Microphone 0 as the reference sensor, and synchronize the observation signals according to the time-difference-of-arrival (TDOA) information estimated using the algorithm presented in [56]. We then pass the time-aligned observation signals through the optimal filter given in (79) to extract the desired speech signal. The results for this experiments are graphically portrayed in Fig. 10. It can be seen that the noise-reduction index increases linearly with the number of microphones, while the speech distortion is approximately 0. Comparing Fig. 10 with 9, one can see that in the condition where $\text{SNR} = 10$ (10 dB), the multichannel optimal filter with 4 sensors achieves a noise reduction similar to the optimal single-channel Wiener filter, but with no speech distortion, which shows the advantage of using multiple microphones.

**VIII. Conclusion**

The problem of speech enhancement has attracted a considerable amount of research attention over the past several decades. Among the numerous techniques that were developed, the optimal Wiener filter can be considered as one of the most fundamental noise-reduction approaches. It is widely known that the Wiener filter achieves noise reduction by deforming the speech signal. However, so far not much has been said on how the Wiener filter really works. In this paper we analyzed the inherent relationship between noise reduction and speech distortion with the Wiener filter. Starting from the speech and noise estimation using the Wiener theory, we introduced a speech-distortion index and two noise-reduction factors, and showed that for the single-channel Wiener filter, the amount of noise attenuation is in general proportional to the amount of speech degradation, i.e., more noise reduction incurs more speech distortion.

Depending on the nature of the application, some practical noise-reduction systems may require very high-quality speech, but can tolerate a certain amount of noise. While other systems may want speech as clean as possible even with some degree of speech distortion. Therefore, it is necessary to have some management schemes to control the contradicting requirements between noise reduction and speech distortion. To do so, we have discussed three approaches. If we know the linear prediction coefficients of the clean speech signal or they can be estimated from the noisy speech, these coefficients can be employed to achieve noise reduction while maintaining a low level of speech distortion. When no *a priori* knowledge is available, we can use a suboptimal filter in which a free parameter is introduced to control the compromise between noise reduction and speech
distortion. By setting the free parameter to 0.7, we showed that the suboptimal filter can achieve 90% of the noise reduction compared to the Wiener filter; but the resulting speech distortion is less than half compared to the Wiener filter. In case that we have multiple microphone sensors, the multiple observations of the speech signal can be used to reduce noise with less or even no speech distortion.

APPENDIX

RELATIONSHIP BETWEEN THE A PRIORI AND THE A POSTERIORI SNR

Theorem: With the Wiener filter in the context of noise reduction, the a priori SNR given in (12) and the a posteriori SNR defined in (42) satisfy

\[ \text{SNR}_0 \geq \text{SNR}. \]  

(89)

Proof: From their definitions, we know that all three matrices, \( R_x, R_y, \) and \( R_r \) are symmetric, and positive semi-definite. We further assume that \( R_r \) is positive definite so its inverse exists. In addition, based on the independence assumption between the speech signal and noise, we have \( R_y = R_x + R_r \). In case that both \( R_x \) and \( R_y \) are diagonal matrices, or \( R_r \) is a scaled version of \( R_x \) (i.e., \( R_x = \text{SNR} \cdot R_r \)), it can be easily seen that \( \text{SNR}_0 = \text{SNR} \). Here, we consider more complicated situations where at least one of the \( R_x \) and \( R_y \) matrices is not diagonal. In this case, according to [49], there exists a linear transformation that can simultaneously diagonalize \( R_x, R_y, \) and \( R_r \). The process is done as follows.

\[
R_x = (B^T)^{-1} A B^{-1},
\]
\[
R_y = (B^T)^{-1} B^{-1},
\]
\[
R_r = (B^T)^{-1} [I + \Lambda] B^{-1}
\]

(90)

where again \( I \) is the identity matrix

\[
\Lambda = \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_L
\end{bmatrix}
\]

(91)

is the eigenvalue matrix of \( R_y^{-1} R_x \), with \( \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_L \geq 0, B \) is the eigenvector matrix of \( R_y^{-1} R_x \), and

\[
R_y^{-1} R_x B = B \Lambda.
\]

(92)

Note that \( B \) is not necessarily orthogonal since \( R_y^{-1} R_x \) is not necessarily symmetric. Then from the definition of SNR and \( \text{SNR}_0 \), we immediately have

\[
\text{SNR} = \frac{u_y^T R_x u_1}{u_y^T R_y^{-1} R_x u_1} = \frac{u_y^T (B^T)^{-1} A B^{-1} u_1}{u_y^T (B^T)^{-1} B^{-1} u_1}
\]

(93)

where

\[
\Sigma_1 = \Lambda (I + \Lambda)^{-1} \Lambda (I + \Lambda)^{-1}
\]

\[
= \begin{bmatrix}
\frac{\lambda_1^2}{(1+\lambda_1)^2} & 0 & \cdots & 0 \\
0 & \frac{\lambda_2^2}{(1+\lambda_2)^2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{\lambda_L^2}{(1+\lambda_L)^2}
\end{bmatrix}
\]

and

\[
\Sigma_2 = \Lambda (I + \Lambda)^{-1} \Lambda (I + \Lambda)^{-1}
\]

\[
= \begin{bmatrix}
\frac{\lambda_1^2}{(1+\lambda_1)^2} & 0 & \cdots & 0 \\
0 & \frac{\lambda_2^2}{(1+\lambda_2)^2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{\lambda_L^2}{(1+\lambda_L)^2}
\end{bmatrix}
\]

are two diagonal matrices. If for the ease of expression we denote \( B^{-1} \) as \( A = B^{-1} = [a_{ij}] \), then both SNR and \( \text{SNR}_0 \) can be rewritten as

\[
\text{SNR} = \sum_{i=1}^L \frac{\lambda_i a_{i1}^2}{\sum_{i=1}^L a_{i1}^2},
\]
\[
\text{SNR}_0 = \sum_{i=1}^L \frac{\lambda_i^2}{\sum_{i=1}^L (1+\lambda_i)^2 a_{i1}^2}.
\]

(95)

Since \( \sum_{i=1}^L \lambda_i \sum_{i=1}^L \lambda_i^2 a_{i1}^2 \geq \sum_{i=1}^L \lambda_i^2 \sum_{i=1}^L a_{i1}^2 \), \( \sum_{i=1}^L \lambda_i a_{i1}^2 \), and \( \sum_{i=1}^L a_{i1}^2 \) are all non-negative numbers, as long as we can show that the inequality

\[
\sum_{i=1}^L \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \geq \sum_{i=1}^L \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^L \lambda_i a_{i1}^2 \geq \sum_{i=1}^L \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^L \lambda_i a_{i1}^2 \sum_{i=1}^L \sum_{i=1}^L (1+\lambda_i)^2 a_{i1}^2 \sum_{i=1}^L \lambda_i^2 a_{i1}^2
\]

(96)

holds, then \( \text{SNR}_0 \geq \text{SNR} \). Now we prove this inequality by way of induction.

- **Basic Step:** If \( L = 2 \),

\[
\sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \geq \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2 \sum_{i=1}^2 \lambda_i^2 a_{i1}^2
\]

Since \( \lambda_i \geq 0 \), it is trivial to show that

\[
\frac{\lambda_1^2}{(1+\lambda_1)^2 a_{11}^2} \geq \frac{\lambda_1^2}{(1+\lambda_1)^2 a_{11}^2},
\]

\[
\text{where \( \approx \) holds when \( \lambda_1 = \lambda_2 \). Therefore,
\]

\[
\sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \geq \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \geq \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2 \]

\[
\sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2
\]

\[
\sum_{i=1}^2 \lambda_i^2 a_{i1}^2
\]

\[
= \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2 \]

\[
= \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2
\]

\[
= \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2
\]

\[
= \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2
\]

\[
= \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2
\]

\[
= \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2
\]

\[
= \sum_{i=1}^2 \frac{\lambda_i^2}{(1+\lambda_i)^2 a_{i1}^2} \sum_{i=1}^2 \lambda_i a_{i1}^2
\]
so the property is true for \( L = 2 \), where \( \sim \) holds when any one of \( a_{11} \) and \( a_{21} \) is equal to 0 (note that \( a_{11} \) and \( a_{21} \) cannot be zero at the same time since \( \mathbf{A} \) is invertible) or when \( \lambda_1 = \lambda_2 \).

- Inductive Step: Assume that the property is true for \( L = n \), i.e.,

\[
\sum_{i=1}^{n} \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 \geq \sum_{i=1}^{n} \frac{\lambda_i^2}{(1+\lambda_i)^2} a_{i1}^2 \sum_{i=1}^{n} \lambda_i a_{i1}^2.
\]

We must prove that it is also true for \( L = n + 1 \). As a matter of fact

\[
\sum_{i=1}^{n+1} \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 \sum_{i=1}^{n+1} a_{i1}^2
\]

\[
= \left[ \sum_{i=1}^{n} \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 + \frac{\lambda_{n+1}^3}{(1+\lambda_{n+1})^2} a_{n+1,1}^2 \right]
\times \left[ \sum_{i=1}^{n} a_{i1}^2 + a_{n+1,1}^2 \right]
\]

\[
= \left[ \sum_{i=1}^{n} \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 \right] \left[ \sum_{i=1}^{n} a_{i1}^2 \right] + \frac{\lambda_{n+1}^3}{(1+\lambda_{n+1})^2} a_{n+1,1}^2 a_{n+1,1}^2
\]

\[
= \sum_{i=1}^{n} \left[ \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 \right] \sum_{i=1}^{n} a_{i1}^2 + \frac{\lambda_{n+1}^3}{(1+\lambda_{n+1})^2} a_{n+1,1}^2 a_{n+1,1}^2.
\]

Using the induction hypothesis, and also the fact that

\[
\frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 + \frac{\lambda_{n+1}^3}{(1+\lambda_{n+1})^2} a_{n+1,1}^2 \geq \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 + \frac{\lambda_{n+1}^3}{(1+\lambda_{n+1})^2} a_{n+1,1}^2
\]

hence

\[
\sum_{i=1}^{n+1} \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 \sum_{i=1}^{n+1} a_{i1}^2
\]

\[
\geq \sum_{i=1}^{n} \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 \sum_{i=1}^{n} a_{i1}^2 + \frac{\lambda_{n+1}^3}{(1+\lambda_{n+1})^2} a_{n+1,1}^2 a_{n+1,1}^2
\]

\[
= \sum_{i=1}^{n+1} \frac{\lambda_i^3}{(1+\lambda_i)^2} a_{i1}^2 \sum_{i=1}^{n+1} a_{i1}^2.
\]

where \( \sim \) holds when all the \( \lambda_i \)’s corresponding to nonzero \( a_{i1} \) are equal, where \( i = 1, 2, \ldots, n + 1 \). That completes the proof. Even though it can improve the SNR, the Wiener filter does not maximize the \textit{a posteriori} SNR. As a matter of fact, (42) is well known as the generalized Rayleigh quotient. So the filter that maximizes the \textit{a posteriori} SNR is the eigenvector corresponding to the maximum eigenvalue of the matrix \( \mathbf{R}_{xx}^{-1} \mathbf{R}_{ar} \). However, this filter typically gives rise to large speech distortion.
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