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On the Time-Domain Widely Linear LCMV Filter
for Noise Reduction With a Stereo System

Jingdong Chen, Senior Member, IEEE, and Jacob Benesty

Abstract—This paper deals with the problem of noise reduction
in stereo sound systems where the objective is not only to reduce
noise, but also to preserve the spatial information of both the de-
sired speech and noise sources so that the listener can still localize
the speech and noise sources by listening to the enhanced binaural
outputs. To achieve this objective, we use the widely linear (WL)
framework developed previously and convert the problem of bin-
aural noise reduction into one of monaural filtering with complex
signals. We then present a way to decompose both the complex
speech and noise signal vectors into two orthogonal components:
one correlated and the other uncorrelated with the corresponding
current signal sample. With this decomposition, the problem of
noise reduction with preservation of the spatial information of
speech and noise sources is formulated as an optimization problem
with two constraints: one on the desired speech and the other on
the preservation of the noise signal. We then derive a WL linearly
constrained minimum variance (LCMYV) filter, which can take ad-
vantage of the statistics and noncircularity of the complex speech
signal to achieve noise reduction. In contrast to the WL Wiener
and minimum variance distortionless response (MVDR) filters
developed previously that can only preserve the characteristics
and spatial information of the desired sound source, this new WL
LCMYV filter has the potential to reduce noise while preserving
the characteristics and spatial information of both the desired and
noise sources at the same time. Experimental results are provided
to justify the claimed merits of the proposed WL LCMY filter.

Index Terms—Binaural noise reduction, linearly constrained
minimum variance (LCMYV) filter, noncircularity, speech en-
hancement, stereo sound system, time domain, widely linear (WL)
estimation.

I. INTRODUCTION

OISE reduction with a stereophonic (or simply stereo)

setup has emerged as a very important problem as stereo
sound systems and devices are being more and more deployed in
modern voice communications. The basic problem is to process
the stereo input signals such as to mitigate the noise effect,
thereby producing two (binaural) outputs with less amount of
noise. But the mitigation process is required to preserve the spa-
tial information of the sound sources so that, after noise reduc-
tion, the listener will still be able to localize the sound sources
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thanks to his/her binaural hearing mechanism. Apparently, ap-
plying a traditional single-channel noise reduction technique to
each one of the stereo channels may not result in satisfactory
performance as the spatial effects are generally destroyed. As a
result, a great deal of efforts have been devoted to developing
new algorithms that can achieve noise reduction and preserve
sound spatial information at the same time. Broadly, these ap-
proaches can be classified into three main categories.

The first category treats the problem as a particular case of
microphone arrays. The basic idea is to use the two inputs to
form two beams at the same time with one generating an output
for the left channel and the other producing an output for the
right channel [1]-[9]. The sound spatial effect can be retained
by forcing the time difference of arrival (TDOA) between the
two beamformers’ outputs to be the same as that of the desired
signals at the two stereo input channels. While it is a viable ap-
proach, beamforming with two inputs usually can only produce
a small amount of noise reduction, particularly in reverberant
and noisy environments where beamforming has to perform de-
noising and dereverberation simultaneously.

The second class was influenced by the single-channel noise
reduction technique but constraints were introduced to confine
the noise reduction filter to retain sound spatial cues. The ear-
liest such effort can be found in the hearing-aids area [10]. The
basic idea in [10] is similar to the widely-known spectral sub-
traction [11] or parametric Wiener filter [12]-[14] but it poses a
constraint on the suppression of each frequency band to preserve
the spatial information of the desired sound source. If the band
has the interaural time and level differences characteristic of
the desired source, this band is kept unchanged; otherwise, the
band is suppressed. This method was refined in [ 15] and then ex-
tended to a Wiener filter framework with the use of head-related
transfer functions (HRTFs) for noise estimation [16]. While it
can possibly obtain more noise reduction than beamforming,
this second category of approaches generally add distortion to
the desired speech. Moreover, it requires the a priori knowl-
edge about the interaural time and level differences of the source
signal, which is difficult if not impossible to acquire in many ap-
plications such as teleconferencing.

The third category is through the use of multichannel noise
reduction principles such as the transfer function based gen-
eralized sidelobe canceller (TF-GSC) [17], the multichannel
Wiener filter [18], and the spatio-temporal prediction method
[19]. Since the multichannel noise reduction techniques are
formulated to estimate the desired signals observed at the
microphones, the spatial information should be naturally pre-
served. As a result, this class of approaches seems to be more
advantageous than the other two in terms of practical usage. In
an earlier contribution [20], we developed a novel framework,
which basically has the same theoretical foundation as the third
category of methods. Briefly, we first combine the stereo inputs
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together to form a complex signal: its real part corresponds to
one input channel and its imaginary part corresponds to the
other input channel of the stereo system. Similarly, we combine
the two expected output channels into a complex signal. By
doing so, the binaural noise reduction problem is converted
to a monaural one. We then apply the so-called widely linear
(WL) estimation theory to derive a number of optimal binaural
noise reduction filters such as the Wiener, minimum variance
distortionless response (MVDR), and tradeoff filters. It has
been shown that these WL filters can achieve effective noise
reduction while preserving the sound spatial information.
In comparison with the traditional algorithms in the third
category, this new framework offers a number of theoretical
as well as practical advantages, including: 1) it converts the
original two-input two-output problem into one of (complex)
single-channel noise reduction, thereby providing a more
convenient and compact way in defining the cost function and
deriving the optimal filters; 2) the speech and noise statistics of
both input channels can be jointly estimated with one estimator,
and therefore the spatial information can be more naturally
preserved; and 3) efficient algorithms for implementation can
be developed.

However, all the aforementioned techniques suffer from two
common limitations. First, the noise characteristics are gener-
ally modified by the noise reduction filter and, as a result, the
residual noise remained in the enhanced signal would sound
much different from the original noise. Second, the spatial infor-
mation of the noise sources will be gone. In many applications
such as teleconferencing and hearing aids, it is important that we
preserve some degree of the characteristics and spatial informa-
tion of the noise while performing noise reduction in order that:
1) the residual noise would be perceived as the same type of the
original noise so that the listener can judge the noise environ-
ment where the signal is captured; and 2) the listener can still lo-
calize the noise source after noise reduction. For instance, in car
noise environments, we would expect that after noise reduction
the car noise can still be perceived as car noise and the listener
can still localize where the car comes from to avoid accidents.

Although it is a very important problem, how to achieve
noise reduction and preserving noise characteristics and spatial
information at the same time has not been systematically ad-
dressed in the literature. This paper is dedicated to this problem.
The fundamental goal consists of three aspects: 1) achieving
noise reduction, thereby improving the signal-to-noise ratio
(SNR) and speech quality; 2) recovering the spatial information
of the desired sound source so that the listener can localize
the desired sound source by listening to the enhanced binaural
outputs; and 3) preserving some degree of the characteristics
and spatial information of the noise signal so that the listener
can still judge the original noise environment and localize the
noise source from where the noise originates by listening to the
residual noise. To achieve this goal, we adopt the framework
developed previously in [20], i.e., we merge the two input
channels into a complex signal (one channel being the real part
and the other being the imaginary part) and also combine the
two expected output channels into a complex signal. Then,
binaural noise reduction is achieved on a sample-by-sample
basis where the complex clean speech sample at every time
instant is estimated by processing a vector of the complex
noisy speech signal through widely linear (WL) filtering. With
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this formulation, our problem at hand becomes how to design
an optimal WL noise reduction filter. In order to find such an
optimal filter, we present a way to decompose the complex
clean speech vector at every time instant into two orthogonal
components: one correlated and the other uncorrelated with the
complex speech sample at the current time instant. Similarly,
but with a different purpose, we decompose the complex noise
vector into two orthogonal components. With these two or-
thogonal decompositions, the problem of noise reduction with
preservation of the spatial information of speech and noise
sources can be formulated as an optimization problem with
two constraints: one on the desired speech and the other on the
preservation of the noise signal. We then derive a WL linearly
constrained minimum variance (LCMYV) filter, which can take
advantage of the statistics and noncircularity of the complex
speech signal to achieve noise reduction. In comparison with
the work in [20], the major contribution of this work is three-
fold. 1) It formulates the noise reduction problem as not only
recovering the desired speech signal and its spatial information,
but also preserving the noise characteristics and the spatial
information of the noise sources. 2) It introduces a way how
to achieve the goal of preserving noise characteristics and the
spatial information of the noise sources in noise reduction: i.e.,
we propose an orthogonal decomposition to decompose the
noise signal vector into two components: one is correlated with
the noise sample at the current time instant and consists of the
noise characteristics and spatial information; and the other is
the uncorrelated noise. This way, we can preserve the noise
characteristics and spatial information by preserving the first
component while the uncorrelated part should be minimized
in noise reduction. 3) It is the first time in the field of noise
reduction that an algorithm (LCMYV) is derived that can achieve
noise reduction and preserve the characteristics and spatial
information of both the desired and noise sources at the same
time.

The reminder of this paper is organized as follows. In
Section II, we formulate the binaural noise reduction problem
in stereo systems. We then briefly review the WL estimation
theory and show how this theory can be applied to the binaural
noise reduction problem in Section III. Section IV presents a
way to decompose the desired signal and noise vectors into
two orthogonal components. In Section V, we derive the WL
LCMYV filter. Section VI presents some experiments to validate
the theoretical derivations. Finally, we give our conclusions in
Section VII.

II. SIGNAL MODEL AND PROBLEM FORMULATION

In this paper, we consider the signal model in which two mi-
crophones (that we refer to as right and left) capture a source
signal convolved with acoustic impulse responses in some noise
field. The signals received at the right and left microphones, at
the discrete-time index k, are then expressed as

yr(k) = gr(k) = s(k) + vr(k) = zr(k) + vr(k), (la)
yr(k) = gu(k)  s(k) + i (k) = zo(k) + o(k).  (1b)

where gg (k) [resp. gr(k)] is the impulse response from the un-
known speech source s(k) to the microphone on the right (resp.
left), * stands for linear convolution, and v (k) [resp. v (k)] is
the additive noise at the microphone on the right (resp. left). We
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assume that all the signals zg (k). z1.(k). vr(k), and v, (k) are
zero mean, and zg (k) and x1,(k) are uncorrelated with vg (k)
and vr.(k). The two noise signals v (k) and vr, (k) can be either
uncorrelated or correlated (e.g., from a same point source) but
they are assumed to be non-speech and stationary so that their
statistics can be estimated with the help of a voice activity de-
tector (VAD) during silences.

The problem tackled in this paper is one of recovering the sig-
nals zg (k) and z1, (k) given the observations yg (k) and yr (k).
It is clear that our objective is to attenuate the contribution of the
noise terms vg (%) and v (k) as much as possible, and mean-
while preserve zg(k) and xr(k) with their spatial informa-
tion so that with the enhanced signals, along with our binaural
hearing process, we will still be able to localize the source s(k).
Furthermore, it is desirable to retain some degree of the noise
characteristics, which is very important for some applications
like hearing aids where the noise spectral and spatial informa-
tion need to be preserved for safety reasons. We have stereo
signals in model (1) but it is more convenient, as shown in
[20], to work in the complex domain in order that the original
(binaural) problem is transformed to a monaural noise reduction
processing. Indeed, from the two real microphone signals given
in (1a) and (1b), we can form the complex microphone signal as

y(k) = yr(k) + jyr(k) = z(k) + v(k), )

where j = v/~ 1,2(k) = zr(k) + jzr(k) is the complex de-
sired signal, and (k) = wvr(k) + jur(k) is the complex ad-
ditive noise. Now, our problem can be described as follows:
given the complex microphone signal, y(k), which is a mix-
ture of two uncorrelated complex signals «(k) and v(k), we
attempt to minimize the effect of v(k) while preserving x(k)
(i.e., our desired signal). This can be achieved by filtering the
complex microphone signal. Therefore, the core issue of our
problem is to find an optimal complex noise reduction filter.
However, since we deal with complex signals that are noncir-
cular, the classical linear filtering techniques [21]-[23] that are
developed to estimate the optimal noise reduction filters for real
signals cannot be directly applied. Instead, we need to use the
so-called WL estimation theory, which will be discussed in the
following sections.

III. WIDELY LINEAR FILTERING

As can be noticed from the signal model given in (2), we
deal with complex random variables. A very important statis-
tical characteristic of a complex random variable (CRV) is the
so-called circularity property or lack of it (noncircularity) [24],
[25]. A zero-mean CRYV, z, is circular if and only if the only
nonnull moments and cumulants are the moments and cumu-
lants constructed with the same power in z and z* [26], [27],
where the superscript * denotes complex conjugation. In partic-
ular, z is said to be a second-order circular CRV (CCRV) if its
so-called pseudo-variance [24] is equal to zero, i.e., E(2?) = 0,
while its variance is nonnull, i.e., £(|z|?) # 0. This means that
the second-order behavior of a CCRV is well described by its
variance. If the pseudo-variance E(2?2) is not equal to 0, the
CRV z is then noncircular. A good measure of the second-order
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circularity is the circularity quotient [24] defined as the ratio be-
tween the pseudo-variance and the variance, i.c.,

(€))

It is easy to show that 0 < |v.| < 1.Ify, = 0, z is a second-
order CCRYV; otherwise, z is noncircular. A larger value of |7, |
indicates that the CRV z is more noncircular.

From the circularity quotient defined in (3), one can check
that [20]

L ERw)
T Bl
_ LR - B W) + 2B B ®)]

where 02 = E[|z(k)|?] is the variance of the signal (k). Now,
the complex random variable (k) is second-order circular (i.e.,
Y. = 0) if and only if

E [2}(k)] = E [z1(k)] and E[zr(k)zr(k)] = 0.

(&)

Since the signals zr (k) and 1.(k) come from the same source,
they are in general correlated. As a result, the second condition
in (5) should not be true. Therefore, we can safely state that
the complex desired signal, :(k), is noncircular. Similarly, we
can check the complex microphone signal, y(k), is noncircular
either. However, the noise term (%) can be either circular or
noncircular. If we assume that the noise components at the two
microphones are uncorrelated and have the same power then
v, = 0 and v(k) is a second-order CCRV; otherwise, v(k) is
also noncircular.

Since we deal with noncircular CRVs, the classical linear esti-
mation technique [21]-[23], which is developed for processing
real signals or CCRVs, cannot be directly applied to recover
x(k). Instead, an estimate of (k) should be obtained using the
WL estimation theory as [25], [28]

#(k) =Ty (k) + Wy* (k) = 07y (k), (6)
where
y(k) = [y(k) y(k— 1) - y(k— L+ 1))T = x(k) +v(k) (7)

is a vector consisting of I successive noisy signal samples, su-
perscripts ¥ and T denote transpose-conjugate and transpose,
respectively, x(k) and v(k) are defined in a similar way to
y(k),h and h’ are two complex finite-impulse-response (FIR)
filters of length L, and

o
ik 2| X ©

are the augmented WL filter and observation vector, respec-
tively, both of length 2L.

With the WL filtering model given in (6), our binaural noise
reduction problem becomes one of finding an optimal filter h.
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But before addressing how to estimate such a filter, we first dis-
cuss how to decompose the speech and noise signal vectors x(k)
and v(k) to properly form the optimization cost function.

IV. DECOMPOSITION OF THE SPEECH AND
NOISE SIGNAL VECTORS

A. Orthogonal Decomposition of the Speech Signal Vector

We can rewrite (60) as

&(k) = 0 [%(k) + v(k)] = b x(k) + b¥v(k),  (10)
where x(k) and v(%) are defined in a similar way to y (k). The
first term on the right-hand side of (10), i.e., h*¥ % (k), is a filtered
version of the desired signal vector and its conjugate. This term
can be partitioned into two components: one correlated and the
other uncorrelated with the desired signal sample x(k). To see

this clearly, let us first decompose x(k) as

x(k) = #(k)p, +X'(k), (1)
where
), & BB (8]
O.(.L'
= [pm,() Pzl t /)m,Lfl]T (12)

is the (normalized) correlation vector (of length L) between
x(k) and z(k),
A Blx(k = Dz (k)]

Pel = )
Oz

(13)
is the correlation coefficient between x(k — {) and «:(k) with
24| <1, and

X (k) = x(k) — 2(k)o, (14)

is the interference signal vector. Obviously, 2 (k)p,. is correlated
with z(k) and

EX'(k)x*(k)] = 0, (15)
so x'(k) is uncorrelated with x (k).
Similarly, we have
X' (k) = w(k)y, +x"(k) (16)
where
s Ex(k) x(k)]
Yo = 3
UI?
= ['V;U,O Ya, 1 v ’V:B,Lfl]T (17)

is the (normalized) correlation vector (of length L) between
x(k) and z*(k),

et s Elz(k f2l)x(/<c)]

Tz

(18)

is the correlation coefficient! between z:(k — 1) and z*(k) with
[Yzu| <1, and
x"(k) = x"(k) — 2(k)7;, (19)

Note that v. 0 = 7. is the circularity quotient of the complex signal x(k).
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is the interference signal vector. Clearly, x(k)vy} is correlated
with z(k), while x”/ (k) and z(k) are uncorrelated since

EX"(k)z*(k)] = 0. (20)
Combining (11) and (16), we get
%(k) = 2(k)d, + %' (k) = %a(k) + %'(k), (21
where
g e
%a(k) £ z(k)d, (23)

is correlated with the desired signal, x(k), and will contribute
to its estimation, so we call it the desired signal vector, and

w2 4]

(24)
is uncorrelated with 2(%), and will interfere with the estima-
tion, so we call it the interference signal vector. Note that the
three vectors d,, p,., and <y, are generally time varying since
speech signals are nonstationary. However, we write these vec-
tors without using a time index to make the notation compact.

B. Orthogonal Decomposition of the Noise Signal Vector

The second term on the right-hand side of (10), which is un-
correlated with the desired speech signal, is the residual noise.
Following the same line of ideas in decomposing the signal
vector X(k), we can decompose the noise signal vector, v(k),
into two orthogonal vectors as

v(k) = v(k)d, + V' (k) = ve(k) + V'(k), (25)

where d,, and v/ (k) are defined in a similar way tod,. and X’ (%),

. A . .
and v.(k) = v(k)d, denotes the noise component that is cor-
related with the current noise sample v(k).

C. Decomposition of the Signal Estimate
Substituting (21) and (25) into (10), we obtain

(k)

= h"[xq(k) + ( )+Vc(k) v'(k)]

= h"[z(k)d, + X' (k) + v(k)d, + (k)]

= ( ) + 111( ) + Urnc( ) + UIIIHL( ) (26)
where 71a(k) 2 h¥ %a(k) = (k)hfd, is the filtered de-

A

sired signal, #;(k) = h¥%'(k) is the residual interference,

vene(k) 2 hHEvy(k) = v(k)h¥d, is the residual noise com-
ponent that is correlated with v(k), and v/, (%) SN (k)is
the uncorrelated residual noise part. Since the four terms on the

right-hand side of (26) are mutually uncorrelated, the variance
of &(k) is

2 2 2

0 =0y, + 0y + o2 T o? N 27

where
o2 =o2h"d,|* = h" Ry h, (28)
o2 =h"Rgh=h"Rzh - o2h"d, >,  (29)
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2 _ 2\ nwH 2 _1.H I
0-1),.],r = 0Oy |h d” | =h R‘7c h?
2 nH I W H 1. 2\ H 2
02 =h"Ryh = h¥Rsh — o2h¥d, |2,

rouc

(30)
(€2))
Ry, = 02d.d¥ is the correlation matrix (whose rank is equal

to 1) of x4(k), Ry, = o2d,d is the correlation matrix of
ve(k), o2 is the variance of v(k), and Ry = E[X'(k)x"H (k)],

R; = E[i(k:)iH(k)], Ry = E[N(k)vH(E)], and
R;, = [\7( H(E)] are the correlation matrices of
x'(k),x(k), v'(k), and v(k), respectively.

V. LINEARLY CONSTRAINED MINIMUM VARIANCE FILTER

To derive the WL LCMYV filter, we need to derive first the
mean-square error (MSE) criterion. We define the error signal
between the estimated and desired signals as

e(k) = (k) — a(k) = By (k) — a (k). (32)
Substituting (26) into (32) gives
e(k) = ea(k) + ec(k) + e(k), (33)
where
ca(k) £ zua(k) — a(k) = 2(k)(hfd, —1)  (34)
is the signal distortion due to the WL filter,
ec(k) = vne(k) = v(k) (B d,) (35)
is the correlated residual noise, and
ex(k) £ iy (k) + vean (k) (36)

represents the residual interference-plus-(uncorrelated) noise.
The MSE is then

J(h) & E[le(k)]?] = B Ryh = Ja(h) + Jo(h) + J.(h),
37)

where Ry = E[y(k)y*™ (k)] is the noisy correlation matrix,
Ja(h) £ Eflea(k))’] = 020" d, — 1], (38)
o(h) £ Eflec(k)?] = o20¥d, 2, (39)
Jo(h) £ Elle(k)"] = 0% + 02 =h"¥Ry,h, (40)

and

Ry, = Ry + Ry (41)

is the interference-plus-(uncorrelated) noise correlation matrix.

With the previously defined MSEs, we now derive an optimal
filter that can: 1) perfectly recover our desired signal, z(k); 2)
preserve some degree of the noise characteristics so that the lis-
tener can still localize the noise sources; and 3) minimize the
effect of u3;(k) + vi,,.(k). In order to satisfy the first condi-
tion, we need to have the constraint that h¥d, = 1, which
can be easily seen from (34) or (38). Similarly, if we want to
preserve some degree of the noise characteristics, we can force
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hfd, = o, where a € [0.1] is a constant. Putting these two
constraints together in a matrix form, we get
D"h = (42)

where

D=[d, d,] (43)
is our constraint matrix of size 2L x 2 and

in=[1 o] (44)

Then, the optimal filter that satisfies all the three conditions
can be obtained by minimizing the MSE, .J(h), subject to the
constraint in (42), i.e.,

D?h = i,,.

BLCMV,Q = arg Hlflin BHRyfl subject to

(45)

Using a Lagrange multiplier to adjoin the constraint to the ob-
jective function, we deduce the solution to (45) as
. -1
Browv.e = Ry'D [DPR;'D| i, (46)
where we have assumed that the product matrix D R D s
invertible. Depending on the value of the constant «, we have
the following three scenarios.
) a = 1. ~ B B
In this case, we have hycnyv,i = 1, where i is the first
column of the identity matrix Iy of size 2L x 2L. It is
easy to check that with this (identity) filter there is neither
speech distortion nor noise reduction.
2) a = 0.
In this case, the LCMYV filter perfectly recovers the desired
signal, 2:(k), and completely removes the correlated com-
ponents, v k)d,,. With some mathematical manipulation of
(46), we can rewrite this LCMV filter into the following
form:

2
el ‘.
1L—|p*~

hremyo = 47)

where
Hp-14 |
dm ng di)
-1 1 s
(arm;'d, ) (arR;'d, )

lpf?

(48)

with 0 < |p|? < 1, hyypr is the minimum distortionless
filter given in (71) of [20], and
R;'d, 49
= SR (49)
z Ty
which can be viewed as a correlated noise estimator. With
this decomposition, the physical meaning of the LCMV
filter can be interpreted as follows: it first applies an
MVDR filter that would attenuate the noise as much as
possible while keeping speech from being distorted and
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meanwhile uses a t filter to estimate the correlated compo-
nent of the noise signal. The residual noise in the MVDR
output consists of both correlated as well as uncorrelated
components. Now, by weighting the t filter output and
then subtracting it from the weighted output of the MVDR
filter, the correlated noise component will be cancelled.
The amount of the correlated noise to be subtracted from
the MVDR output depends on the value of |p|?. There are
two extreme cases. The first one is when |p|? = 0. In this
case, the LCMV filter degenerates to the MVDR filter.
The second case happens when d,, = d,,. In this situation,
the LCMYV filter does not exist since the product matrix
DR 'D is singular.
30 < <.
In this case, the LCMYV filter will perfectly recover the
desired signal and meanwhile achieves a compromise be-
tween the amount of noise reduction and the preservation
of the noise characteristics.
Note that the LCMYV filter can also be obtained by minimizing
Jy(h) subject to the constraint in (42). This time, the problem
can be rewritten in the following form:

flLCMV’a = arg min leRinfl subject to D¥h = in,

h
(50)

for which the solution is
hrewmv,e = R;,'D [DPR,'D] i, (51)

It can be checked that the two forms of the LCMYV filter in (46)
and (51) are theoretically identical. In practice, however, (51)
may offer some implementation advantages as the Ry, matrix
is generally better conditioned than the Ry matrix.

Before leaving this section and moving to the next one about
experiments, we would like say a few words about the estima-
tion of the matrix R, and the correlation vector d.., which are
needed to implement the LCMV filter. Since the noisy signal
y(k) is accessible, it is straightforward to compute the correla-
tion matrix Ry, the variance o, and the correlation vector d,,.
Let us assume that we have a noise estimator based on a VAD.
As a result, the variance 012, and the correlation vector d,, can
be estimated. We can then obtain an estimate of 2 based on the
relationship o = o2 407 . With the assumption that the desired
speech and noise are uncorrelated, one can easily verify that

oidy =od, +o’d,. (52)

Substituting the estimates of 02,d,, 03, d,, and o2 into (52),
one can obtain an estimate of the correlation vector d,.. It fol-
lows immediately how an estimate of R;;, can be achieved ac-

cording to (41).

VI. EXPERIMENTAL RESULTS

In this section, we study the performance of the LCMV filter
through experiments. The experiments were conducted with im-
pulse responses measured in the varechoic chamber at Bell Labs
[35], [36] and also some signals recorded in a real car environ-
ment. The Bell Labs chamber is a rectangular room, which mea-
sures 6700 mm long by 6100 mm wide by 2900 mm high and is
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Fig. 1. Floor layout of the experimental setup in the varechoic chamber (co-
ordinate values measured in millimeters). The two microphones are located at
(3437, 500) and (3537, 500) respectively (with = = 1400). A speech source is
placed at one of the four positions from P1 to P4 to simulate a moving talker
(with z = 1600). A loudspeaker is placed at (6337, 1938) to play back a prere-
corded car noise signal to simulate a point noise source.

equipped with 368 electronically controlled panels. Each panel
consists of two perforated sheets whose holes, if aligned, ex-
pose sound absorbing material (fiberglass) behind, but if shifted
to misalign, form a highly reflective surface. Each panel can be
individually controlled so that the holes on a particular panel
are either fully open (absorbing) or fully closed (reflective). As
aresult, a total of 238 different room characteristics can be gen-
erated by varying the binary states of the 368 panels in different
combinations.

A diagram of the floor layout of the experimental setup is il-
lustrated in Fig. 1. For convenience of exposition, positions in
the floor plan are designated by (z,y) coordinates with refer-
ence to the northwest corner and corresponding to millimeters
along the (north, west) walls. A stereo system with two micro-
phones is configured. The two microphones are located respec-
tively at (3437, 500) and (3537, 500). A loudspeaker, which
plays back a speech signal pre-recorded from a female talker (of
30 seconds length), is used to simulate a moving speech source
and it moves back and forth from positions P1 to P4 as shown
in Fig. 1. The four positions are uniformly spaced along the line
y = 1938 with the first position P1 at (337, 1938) and the last
position P4 at (3337, 1938). Another loudspeaker, playing back
a pre-recorded car noise signal, is placed at (6337, 1938) to sim-
ulate a point noise source. To make the experiments repeatable,
the acoustic channel impulse responses were measured from all
the source positions to the two microphones. The measurement
was carried out when 89% of the chamber panels were open and
the corresponding reverberation time Ty is approximately 0.24
s. The original impulse responses were measured with a sam-
pling rate of 48 kHz [35] and we downsampled them to 8 kHz.

A. Experiment With a Point Noise Source

In the first experiment, we consider a scenario where both
the desired speech and noise are from point sources. To sim-
ulate a moving source, we changed the source position (i.e.,
used a new set of impulse responses) every 3.75 s first from
P1 to P4 and then back. Each time the movement was restricted
to the position immediately next to the current one. The noise
source is a car noise signal recorded in a Volvo sedan running
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Fig. 2. Clean speech received at the microphones: (a) waveform of the left-
channel signal, (b) spectrogram of the left-channel signal, and (c) contour of the
cross-correlation function between the left and right channels.
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Fig. 3. Noise received at the microphones: (a) waveform of the left-channel
signal, (b) spectrogram of the left-channel signal, and (c) contour of the cross-
correlation function between the left and right channels.

at 55 mph on a highway with all its windows closed. Both the
speech and noise sources are first convolved with the corre-
sponding channel impulse responses and then mixed together
at a signal-to-noise ratio (SNR) of 5 dB. Figs. 2 and 3 plot the
waveforms and spectrograms of the (clean) speech and noise
received at one of the two microphones and the noisy speech is
shown in Fig. 4. To visualize the spatial sound effect, we com-
puted the cross-correlation function between the two channels
every 256 ms using a short-time average with a frame size of
256 ms. The contours of the cross-correlation functions are also
plotted in Figs. 2—4, where the maxima of the cross-correlation
function at each time corresponds to the current source position.
As we pointed out previously, we need to know the two ma-
trices Ry and R, and the two correlation vectors d,. and d,
to implement the LCMYV filter derived in the previous section.
Computation of the Ry matrix is relatively straightforward be-
cause the noisy signal vector ¥(k) is accessible. But we need a
noise estimator or a VAD in practice to compute the two cor-
relation vectors d,. and d,,. While it is a very important issue
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Fig. 4. Noisy speech observed at the microphones: (a) waveform of the left-
channel signal, (b) spectrogram of the left-channel signal, and (c) contour of the
cross-correlation function between the left and right channels. The input SNR
is 5 dB.

(see [37] and references therein), how to effectively estimate the
noise or its statistics in a stereo system is not the main thrust of
this paper. So, we will set aside this issue and compute the noisy
correlation matrix and the two correlation vectors directly from
the corresponding signals in most experiments (except the last
one). Specifically, at each time-instant &, an estimate of the ma-
trix Ry is computed using a short-time average from the most
recent 640 samples (40-ms long) of the noisy signal. Similarly,
the correlation vectors d,, and d,, are computed directly from
the clean speech and noise signals.

To evaluate the performance of a noise reduction filter, we
generally need to examine both the amount of speech distortion
and the degree of noise reduction due to the filter. However,
since the LCMV filter does not introduce speech distortion, it
is only necessary to evaluate the noise reduction part. For this
purpose, we examine the input and output SNRs of the LCMV
filter. The input SNR is defined as

o3

iSNR 2 (53)

After applying the WL LCMV filter, flLCMV’a , the output SNR
is defined as the ratio of the variance of the filtered desired signal
over the variance of the residual interference-plus-noise, i.e.,
2
- A ..
SNR(hpomy.o) = e
0 (hremv,o) ‘73’ e

@, CUrne
i

+ 02 (54)

To compute the output SNR, we first substitute the estimates of
the correlation matrix Ry and the correlation vectors d, and d,,
to (46) to obtain the LCMYV filter at every time-instant £. With
this filter and using (26), we get the four signals z¢q(k), 2/, (k),
vrne(k), and v], .. (k). We then compute the output SNR using
a long-time average.

With the above conditions, the output SNR of the LCMV
filter depends on two important parameters: the filter length L
and the constant «x. The value of L affects both the noise re-
duction performance and the complexity of the LCMV filter.
The experimental study carried out in [20] showed that good
noise reduction performance with reasonable complexity can be
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Fig. 5. The output SNR of the LCMV filter as a function of the parameter «v.
The input SNR is 5 dB.

achieved for different WL filters when L is between 20 and 60.
Following the study in [20], we simply set L to 20 in our ex-
periments and investigate the impact of & on noise reduction
performance using experiments, i.e., we study the performance
by changing the value of & from 0 to 1. Fig. 5 depicts the output
SNR as a function of the parameter «. In general, the output
SNR decreases as the value of « increases. The exceptional
case is when « is very small where we see that the output SNR
slightly increases with «.. The reason for this can be explained
as follows. As it was discussed previously, the noise vector is
composed of two components: one correlated and the other un-
correlated with the current noise sample. For the car noise from
a point source, the correlated part is dominant. As we choose a
smaller value for the constant ¢, we get more correlated noise
removed. Therefore, we see that the output SNR increases as
the value of «v decreases, which agrees very well with the theo-
retical analysis. However, as the value of a approaches to 0 and
the filter focuses too much on removing the correlated noise, we
would achieve less attenuation of the uncorrelated noise part.
As a result, there is less overall noise attention. We will discuss
more on this in the next experiment. We notice that when v = 1,
the output SNR is slightly lower than the input SNR. Theoreti-
cally, this should not happen as the LCMYV filter degenerates to
the identity filter and the input and output SNRs should be the
same in this case. We attribute this small difference to the errors
in the estimation of the correlation matrices and vectors.

To illustrate the performance of noise reduction versus the
preservation of the noise characteristics, we plot in Figs. 6 and
7 the outputs of the LCMV filter for « = 0 and o = 0.6, respec-
tively. It is clearly seen that the enhanced speech for & = 0 is
significantly less noisy than that for the case of & = 0.6. How-
ever, when o« = 0, the noise spatial information is completely
removed, as seen in Fig. 6(c). While there is less noise reduc-
tion for & = 0.6, one can see that the noise spatial information
is partially preserved. So, in practice, we can achieve a compro-
mise between the amount of noise reduction and the degree of
preserving noise spatial effects using the LCMYV filter by setting
an appropriate value of the parameter c.

B. Experiment With Both Directional and Diffuse Noise

In the second experiment, we consider a more generic case
where there are both directional and diffuse noises. The direc-
tional noise is still the car noise, same as in the previous ex-
periment. The signal-to-car-noise ratio is also 5 dB. Besides the
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Fig. 6. The enhanced signal by the LCMV filter for «v = 0: (a) waveform of the
left-channel signal, (b) spectrogram of the left-channel signal, and (c) contour
of the cross-correlation function between the left and right channels. The input
SNR is 5 dB and the output SNR is 11.1 dB.
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Fig. 7. The enhanced signal by the LCMV filter for & = 0.6: (a) waveform
of the left-channel signal, (b) spectrogram of the left-channel signal, and (c)
contour of the cross-correlation function between the left and right channels.
The input SNR is 5 dB and the output SNR is 7.9 dB.

car noise, some white Gaussian noise is added into the observa-
tion signals. As we pointed out previously, the car noise com-
ponents received at the two microphones are correlated as they
are from a same point source. However, the white noise com-
ponents at the two channels are uncorrelated. We consider two
cases: in the first one, the signal-to-white-noise ratio is 10 dB
and the overall SNR (including both the car and white noises)
is 3.8 dB; in the second case, the signal-to-white-noise ratio is
15 dB and the overall SNR is 4.6 dB. All the other conditions are
the same as in the previous experiment. Again, we compute the
noisy correlation matrix and the two correlation vectors directly
from the corresponding signals. Note, however, it is difficult to
distinguish between the car noise and the white Gaussian noise
in practice. So, we compute the noise correlation vector from
the mixture of the car and white Gaussian noises. The results
for this experiment are plotted in Fig. 8. In both cases, it is seen
that the output SNR first increases and then decreases as the
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Fig. 8. The output SNR of the LCMV filter as a function of the parameter a. A:
the signal-to-white-Gaussian-noise ratio is 15 dB; the signal-to-car-noise ratio
is 5 dB; the overall SNR is 4.6 dB. o: the signal-to-white-Gaussian-noise ratio
is 10 dB; the signal-to-car-noise ratio is 5 dB; the overall SNR is 3.8 dB.

parameter « increases. Again, the reason for this is due to the
fact that the noise consists of both correlated and uncorrelated
parts. While the car noise component (from a point source) is
mostly correlated, the white noise part is uncorrelated. By de-
creasing the value of & from 1 to 0, we get more correlated car
noise reduced. When o« = 0, all the correlated noise is removed.
However, as the filter focuses too much on removing correlated
car noise, less amount of uncorrelated white noise is attenuated.
As a result, we achieve less amount of overall noise reduction.
Through experiments, we find that the highest output SNR oc-
curs when « is approximately equal to the ratio between the in-
tensity of the uncorrelated noise and that of the correlated noise.
Therefore, a good compromise between the correlated and un-
correlated noise reduction can be achieved in practice if we can
know or estimate the amount of correlated noise relative to the
level of the uncorrelated noise that are in the noisy signal.

C. Comparison With WL Wiener and MVDR Filters

The WL Wiener and MVDR filters were developed in [20].
These two filters are given as follows:

hy = ooR;'d, (55)

and
h R;'d, 56
VMVDR = m (56)

In this experiment, we compare the performance of the WL
Wiener, MVDR and LCMYV filters in different SNR conditions.
Again, we consider the situation where there are both directional
car noise and diffuse white Gaussian noise. The signal-to-car-
noise ratio is set to 10 dB. We vary the signal-to-white-noise
ratio from 5 dB to 30 dB. We use the output SNR to assess the
amount of noise reduction and the speech distortion index [20]
to evaluate the degree of speech distortion. The speech distor-
tion index is given by

, _ 2
ooty 2 Pliza() = a0,

0%

(57

To compute this index, we first estimated the signal compo-
nent x4 (k) at each time instant using the corresponding op-
timal filter. A long-time average was then used to replace the
expectation operation in (57). The results as a function of the
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Fig. 9. The performance of the WL Wiener (o), MVDR (o), and LCMV (<)
filters in different input SNR (to white noise) conditions: (a) the output SNR
and (b) speech distortion index. For the LCMYV filter, the parameter « is set to
0.6. The signal-to-car-noise ratio is 10 dB and the overall SNR is marked by x
in (a).

signal-to-white-noise ratio are plotted in Fig. 9. The overall
input SNR (car noise plus white noise) is also shown in the
figure.

Itis seen from Fig. 9 that the Wiener filter achieves the highest
output SNR; however, it adds distortion to the speech signal as
shown in Fig. 9(b) where the speech distortion index for the
Wiener filter is larger than 0. One can see that the value of the
speech distortion index for the Wiener filter decreases as the
input SNR increases. This is understandable since as the input
SNR increases, there will be less amount of noise to attenuate,
leading to smaller speech distortion.

In comparison, both the MVDR and LCMYV filters do not in-
troduce speech distortion as indicated by Fig. 9(b) where the
value of the speech distortion index for both filters is always
zero, regardless of the input SNR level. But their SNR improve-
ment is less than that of the Wiener filter. While both the MVDR
and LCMV filters do not add speech distortion and can preserve
the spatial information of the desired speech signal while re-
ducing noise, one can see that the LCMV filter yielded less SNR
improvement than the MVDR filter. This is due to the fact that
the LCMV filter, with a = 0.6, needs to preserve part of the
characteristics and spatial information of the noise signal. To
illustrate this, Fig. 10 plots the contours of the cross-correla-
tion functions between the left and right channels of the noisy
signal and the enhanced signals by the WL Wiener, MVDR, and
LCMV (« = 0.6) filters for the case where the signal-to-white-
noise ratio is 20 dB. It is clearly seen that the noise spatial infor-
mation is removed by the Wiener and MVDR filters while such
information is largely preserved with the LCMV filter.

We notice from Fig. 9 that the difference in SNR improve-
ment by the MVDR and LCMYV filters becomes more signifi-
cant as the signal-to-white-noise ratio increases. The underlying
reason can be explained as follows. The MVDR filter is in gen-
eral more effective in reducing directional noise than diffuse
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Fig. 10. The contour of the cross-correlation function between the left and right
channels of (a) the noisy signal, (b) the enhanced signal by the WL Wiener filter,
(c) the enhanced signal by the MVDR filter, and (d) the enhanced signal by the
LCMV filter. The signal-to-white-noise ratio is 20 dB, and the signal-to-car-
noise ratio is 10 dB. For the LCMV filter, « is set to 0.6.

noise. In our experimental setup, there is both correlated and dif-
fuse noise. As the signal-to-white-noise ratio increases from 5
to 30 dB, the directional car noise becomes more dominant, and
therefore the SNR improvement of the MVDR filter increases.
In comparison, the LCMYV filter with v = 0.6 needs to preserve
a large portion of the characteristics and spatial information of
the noise. As a result, the amount of SNR gain by the LCMV
filter is less dependent on the input SNR.

D. Experiment With Signals Recorded in a Real Car
Environment

In this experiment, we assess the LCMV filter for its perfor-
mance in a real car noise environment. Two omnidirectional mi-
crophones are mounted on the dashboard of a sedan car (in front
of the front passenger seat). The spacing between the two mi-
crophones is 20 centimeters. The car is parked in a parking lot
with engine on and all windows closed. A male talker seats in
the front passenger seat and his voice is recorded with the two
microphones. The length of the recording is approximately 35
seconds. Fig. 11 displays the first 8-second signals received by
the two microphones and their spectrograms.

In the previous experiments, we directly computed the signal
statistics from the corresponding signals. However, in this ex-
periment, both the clean and noise signals are not accessible.
In order to estimate the noise correlation matrix R, we first
implemented a short-time energy based VAD. The VAD results
are also shown in Fig. 11. An estimate of the Ry matrix is com-
puted using a short-time average with the most recent 40-ms
noise samples during the absence of speech. In the presence
of speech, an estimate of the clean speech correlation matrix is
computed by subtracting the most recent estimate of the noise
correlation matrix from that of the noisy one (the estimate of
the noise correlation matrix is not updated during the presence
of speech till the next silence period). The rest parameters that
are needed to implement the LCMYV filter can then be obtained
straightforwardly. Note that in our experimental setup, the noise
is stationary; so one can assume that the noise statistics during
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Fig. 11. Noisy signals received at the two microphones: (a) waveform of the
left-channel signal, (b) spectrogram of the left-channel signal, (c) waveform of
the right-channel signal, (b) spectrogram of the right-channel signal. A short-
time energy based VAD is applied to detect the presence and absence of speech
and the detection results are illustrated in (a) and (c).
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Fig. 12. The estimated output SNR of LCMV filter as a function of the param-
eter . The estimated input SNR is approximately 9.1 dB.

the presence of speech remain the same as the immediately pre-
vious period where the speech is absent. If the noise is nonsta-
tionary, we have to find a way to estimate the noise correlation
matrix in the presence of speech. This estimation issue in stereo
systems is very challenging and we will leave it for our future
study.

Since both the clean and noise signals are not accessible, we
cannot compute the performance metrics as we did previously.
Instead, we compute the input SNR based on the VAD results.
Specifically, we compute the variance of the noise signal, i.e.,

o2, during the absence of speech using a long-time average and

o
the variance of the noisy signal, i.e., 05, during the presence of
speech also with a long-time average. An estimate of variance
of the clean speech is then obtained by subtracting the noisy
variance from the noise one. The estimated clean and noise
varainces are substituted into (53) to estimate the input SNR.
With this method, the estimated input SNR for our recorded sig-
nals is approximately 9.1 dB. Due to the unavailability of both
the clean and noise signals, one cannot compute the output SNR
according to (54) after applying the WL LCMV filter, hr.cvv o
to the noisy signal. Instead, we estimate the output SNR from
enhanced signal using VAD in a similar way as we estimate
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Fig. 13. Enhanced signals for the LCMV filter with o = 0.2: (a) the en-
hanced signal for the left channel, (b) spectrogram of the left-channel enhanced
signal, (c) the enhanced signal for the right channel, (b) spectrogram of the
right-channel enhanced signal.
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Fig. 14. The contour of the cross-correlation function between the left and right
channels of (a) the noisy signal, (b) the enhanced signals by the LCMV filter
with & = 0.2, and (c) the enhanced signals by the LCMV filter with & = 0.8.

the input SNR. The results are plotted in Fig. 12. It is seen that
the LCMYV filter can significantly improve the SNR. Comparing
Figs. 12 and 5, one may notice that a larger SNR improvement
is achieved in this experiment with real recorded signals. The
underlying reasons for this are multiples. The major one is due
to the difference in computing the output SNR. Specifically, in
Fig. 5, the residual interference is considered a part of noise; but
it is treated as part of the speech in Fig. 12 since we cannot esti-
mate the interference component in real applications where the
clean speech is not accessible. For the reader who is interested
in difference between the traditional output SNR and the SNR
defined in (54), please see [38].

Fig. 13 plots the enhanced signals for both the left and right
channels. Comparing this figure with Fig. 11, one can see that
the enhanced binaural signals are much less noisy than that of
the stereo input signals.

Fig. 14 plots the contours of the cross-correlation functions
between the left and right channels of the noisy signals and the
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enhanced signals by the LCMYV filter with « = 0.2 and o« = 0.8
respectively. It is clearly seen that the noise spatial information
is better preserved with a larger value of a. Of course, with a
larger value of a, there will be less noise reduction.

VII. CONCLUSION

This paper focused on the noise reduction problem in stereo
systems that have two inputs and two outputs. By merging
the two real input signals into one complex signal and also
combing the two expected real output signals into a complex
signal, we formulated the problem into a single-channel WL
filtering framework. We then discussed a way to decompose
both the complex clean speech and noise signal vectors into
two orthogonal components: one correlated and the other un-
correlated with the respective signal samples at the current time
instant. With this decomposition, we deduced a WL LCMV
filter. Depending on how the constraint in the LCMV filter is
chosen, we can make this filter either completely remove the
correlated noise component or reduce part of the noise while
preserving the noise characteristics and spatial information as
well.
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