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Abstract—Differential microphone arrays (DMAs), due to their
small size and enhanced directivity, are quite promising in speech
enhancement applications. However, it is well known that differ-
ential beamformers have the drawback of white noise amplifica-
tion, which is a major issue in the processing of wideband signals
such as speech. In this paper, we focus on the design of robust
DMAs. Based on the Maclaurin’s series approximation and fre-
quency-independent beampatterns, the robust first-, second-, and
third-order DMAs are proposed by using more microphones than
the order plus one, and the corresponding minimum-norm filters
are derived. Compared to the traditional DMAs, the proposed de-
signs are more robust with respect to white noise amplification
while they are capable of achieving similar directional gains.

Index Terms—Beamforming, beampattern, differential micro-
phone arrays (DMAs), directivity factor, first-order DMA, robust
DMAs, second-order DMA, third-order DMA, white noise gain.

I. INTRODUCTION

I N REAL-WORLD environments, noise and reverberation
are inevitable and they seriously degrade the quality and in-

telligibility of speech signals. Therefore, the ability of reducing
noise and reverberation is highly desirable in many applica-
tions, such as hands-free telecommunication, hearing aids, and
security.
Speech enhancement methods that are based on micro-

phone arrays have been of important research interest for
several decades [1]–[4]. Among the many beamforming tech-
niques, differential beamforming has shown its great potential
recently [5]–[7]. As early as in the 1940s, differential micro-
phone arrays (DMAs) of different orders were constructed and
their anti-noise characteristics were analyzed [8], [9]. Since
then, a good amount of progress has been made. In [10], [11],
adaptive DMAs were developed to suppress spatially non-sta-
tionary noise. In [12], an approach based on sensor calibration
was designed to increase the DMAs’ robustness against sensor
mismatch, which may severely degrade their performance. In
[13], DMAs were used to estimate the noise power spectral
density (PSD), and the spectral subtraction algorithm was
then applied to suppress noise. In [14], [15], approaches for
the design of higher-order DMAs were developed. In [6], [7],

Manuscript received February 20, 2014; revised June 22, 2014; accepted June
24, 2014. Date of publication July 10, 2014; date of current version July 18,
2014. The associate editor coordinating the review of this manuscript and ap-
proving it for publication was Prof. Thushara Dheemantha Abhayapala.
L. Zhao and J. Benesty are with INRS-EMT, University of Quebec, Mon-

treal, QC H5A 1K6, Canada (e-mail: liheng.zhao@emt.inrs.ca; benesty@emt.
inrs.ca).
J. Chen is with Northwestern Polytechnical University, Xi’an 710072, China

(e-mail: jingdongchen@ieee.org).
Color versions of one or more of the figures in this paper are available online

at http://ieeexplore.ieee.org.
Digital Object Identifier 10.1109/TASLP.2014.2337844

DMAs were systematically studied from a signal processing
perspective. Specifically, the design, implementation, and
performance analysis of DMAs were presented.
Though a conventional th-order DMA, which consists of

microphones, can achieve a high directional gain (i.e., a
large SNR gain in diffuse noise), it has the problem of white
noise amplification. In addition, this problem becomes much
more serious as the order of the DMA increases [6]. To deal with
this fundamental problem, we proposed recently to improve the
conventional DMAs by using more microphones, , than the
order, , i.e., [6]. This study is a continuation
and an extension of our work presented in [6]. The major con-
tribution of this paper is the derivation of minimum-norm fil-
ters based on Maclaurin’s series approximation, which help in-
crease the white noise gain. In comparisonwith the conventional
DMAs, the proposed ones are more robust against white noise
amplification while keeping the directional gain at a high level.
The paper is organized as follows. In Section II, the signal

model, the formulation of the problem, and some useful defini-
tions are presented. In Section III, the beampattern and its fre-
quency-independent form are described. Based on Maclaurin’s
series approximation, the robust first-, second-, and third-order
DMAs are developed in Sections IV, V, and VI, respectively.
Simulations are carried out in Section VII, followed by some
conclusions in Section VIII.

II. SIGNAL MODEL, PROBLEM FORMULATION,
AND DEFINITIONS

We consider a source signal (plane wave), in the farfield, that
propagates in an anechoic acoustic environment at the speed
of sound, i.e., m/s, and impinges on a uniform linear
sensor array consisting of omnidirectional microphones,
where the distance between two successive sensors is equal to
(see Fig. 1). The direction of the source signal to the array is
parameterized by the azimuthal angle . In this scenario, the
steering vector (of length ) is given by

(1)

where the superscript is the transpose operator, is
the imaginary unit, is the angular frequency, is
the temporal frequency, and is the delay between two
successive sensors at the angle . The acoustic wavelength
is .
In order to avoid spatial aliasing [3], which has the negative

effect of creating grating lobes (i.e., copies of the main lobe,
which usually points toward the desired signal), it is necessary
that the interelement spacing is less than , i.e.,

(2)
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Fig. 1. A uniform linear microphone array with processing.

The condition (2) easily holds for small values of and at low
frequencies but not at high frequencies.
We consider fixed directional beamformers, such as DMAs

[6], [7], [12], [14], [15], where the main lobe is at the angle
(endfire direction) and the desired signal propagates

from the same angle. Our focus is on the design of different
orders DMAs that are robust to white noise amplification. For
that, a complex weight, , is applied at
the output of each microphone, where the superscript denotes
complex conjugation. The weighted outputs are then summed
together to form the beamformer output as shown in Fig. 1.
Putting all the gains together in a vector of length , we get

(3)

Then, the objective is to design such a filter so that the array
obeys a given DMA pattern.
The th microphone signal is given by

(4)

where is the desired signal and is the additive
noise at the th microphone. It is assumed that the desired
signal is uncorrelated with the additive noise. In a vector form,
(4) is written as

(5)

where is the steering vector at (direction of the
source) and the noise signal vector, , is defined in a similar
way to .
The beamformer output is then [4]

(6)

where is the estimate of the desired signal, , and the
superscript is the conjugate-transpose operator.
If we take microphone 1 as the reference, we can define the

input SNR with respect to this reference as

(7)

where and are
the variances of and , respectively.
The output SNR is obtained from the variance of :

(8)

where and
are the correlation and pseudo-coherence matrices of ,
respectively.
The definition of the gain in SNR is easily derived from the

previous definitions, i.e.,

(9)

We are interested in two types of noise.
• The temporally and spatially white noise with the same
variance at all microphones1. In this case, ,
where is the identity matrix. Therefore, the
white noise gain (WNG) is

(10)

With the delay-and-sum (DS) beamformer, i.e.,

(11)

we find the maximum possible gain, which is

(12)

We will see how the white noise may be amplified, espe-
cially at low frequencies, with differential beamformers.

• The diffuse noise2, where

(13)

In this scenario, the gain in SNR, i.e.,

(14)

is called the directivity factor [3], [7]. It can be shown that
the maximum possible gain is [16], [7]

(15)

This gain can be achieved but at the expense of white noise
amplification, especially at low frequencies.

These definitions of the SNRs and gains, which are extremely
useful for the evaluation of any types of DMAs, conclude this
section.

1This noise models the sensor noise.
2This situation corresponds to the spherically isotropic noise field.
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III. BEAMPATTERNS

Each beamformer has a pattern of directional sensitivity, i.e.,
it has different sensitivities from sounds arriving from different
directions. The beampattern or directivity pattern describes the
sensitivity of the beamformer to a plane wave (source signal)
impinging on the array from the direction . For a uniform linear
array, it is mathematically defined as

(16)

The frequency-independent beampattern of an th-order DMA
is well known. It is given by [6], [7]

(17)

where , are real coefficients. The different
values of these coefficients determine the different directivity
patterns of the th-order DMA. We deduce from (17) that the
first-, second-, and third-order DMAs are, respectively,

(18)

(19)

(20)

The relation between (16) and (17) is shown in the following.
It is well known that the Maclaurin’s series for the exponential
function is

(21)

Substituting into (21), we find that

(22)

Using (22) in the general definition of the beampattern, we
obtain [6]

(23)

If we limit the series to the order , can be ap-
proximated by

(24)

Wewill see how to use the previous expression in order to design
robust DMAs of different orders.

IV. ROBUST FIRST-ORDER DMAS

Let us assume that is very small (implying that is also
very small), so that with approximates

well. Then, we have

(25)

We study two cases: and . The former is the
traditional approach while the latter is considered as the robust
version.
For , we can express (25) as

(26)

Now, we wish to find and in such a way that
is a frequency-invariant first-order DMA pattern,

i.e.,

(27)

Comparing the previous expression with (26), we find that

(28)

and

(29)

Therefore, with this approach, we can design any first-order
DMA.
The case is more interesting. We still want to find

the coefficients in such a way that
. It can be checked that

...
(30)

and

(31)

Taking the minimum-norm solution of (30), it is clear that the
filter coefficients are as follows:

(32)
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and

(33)

It is easily seen that (28) and (29) can be derived from (32) and
(33), respectively, by setting .
In Appendix, we show that, with the proposed filter, the white

noise gain is an increasing function of .

V. ROBUST SECOND-ORDER DMAS

We follow the same methodology as in the previous section
but, this time, we assume that with ap-
proximates well. Therefore,

(34)

We are ready to study the traditional ( ) and robust (
) cases.
For , we can rewrite (34) as

(35)

Our aim is to find , , and in such a way
that is a frequency-invariant second-order DMA
pattern, i.e.,

(36)

By simple identification, we find that

(37)

and

(38)

As a consequence, the solution is

(39)

and

(40)

We see that we can design any second-order DMA.

For , we still want to find the coefficients
in such a way that

. Following the same principle as in the previous
section, one can find the minimum-norm solution as

...
(41)

and

(42)

where

(43)

is a matrix.
It can be checked that (39) and (40) are, respectively, special

cases of (41) and (42) by setting .
In Appendix, we show that, with the proposed robust ap-

proach, we can dramatically increase the white noise gain.

VI. ROBUST THIRD-ORDER DMAS

Following the same ideas as before, it is easy to see that
the coefficients of the filter for the design of robust third-order
DMAs are given by

...
(44)

and

(45)

where

(46)

is a matrix. Now, the number of microphones must
be at least equal to four.

VII. SIMULATIONS

In this section, we carry out some simulations to evaluate
the performance of the robust first-, second-, and third-order
DMAs. For comparison, we also give the performance of the
corresponding conventional DMAs, i.e., . We set
the interelement spacing to cm and the incident angle
of the desired signal to . In addition, we use the super-
cardioid patterns of different orders to derive the filters. The
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Fig. 2. Pattern of the first-order supercardioid.

Fig. 3. Pattern of the second-order supercardioid.

frequency-independent first-, second-, and third-order supercar-
dioid patterns are given by [15]

(47)

(48)

(49)

These supercardioid patterns are illustrated in Figs. 2–4.

A. First-Order DMAs

In the first set of simulations, we study the performance of the
first-order DMA for different values of . In Figs. 5 and 6, we
show the results for , which is actually the conventional
approach. The beampattern in Fig. 5, which is symmetrical with
respect to the axis , shows that the signal from the de-
sired direction (i.e., ) is perfectly preserved while the sig-
nals from the other directions are attenuated and, particularly,
the largest amount of signal attenuations are achieved at the di-
rections and as we have two nulls at these two di-
rections. Comparing the patterns of Figs. 5 and 2, we observe
that the designed pattern has less explicit nulls than the super-
cardioid. This is due to the MacLaurin’s series approximation.

Fig. 4. Pattern of the third-order supercardioid.

Fig. 5. Beampattern of the first-order DMA. , cm, and
kHz.

Fig. 6. SNR gains of the first-order DMA as a function of frequency: (a) direc-
tivity factor and (b) white noise gain. and cm.

From Fig. 6, we can see that the first-order DMA gives a con-
stant directivity factor of approximately 5 dB while the white
noise gain is negative. It can be noticed that white noise ampli-
fication is especially high at low frequencies. Then, we investi-
gate the performance of the robust first-order DMA with 4 and
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Fig. 7. Beampattern of the robust first-order DMA. , cm, and
kHz.

Fig. 8. SNR gains of the robust first-order DMA as a function of frequency:
(a) directivity factor and (b) white noise gain. and cm.

Fig. 9. Beampattern of the robust first-order DMA. , cm, and
kHz.

6 microphones. Figs. 7–10 present the results. We can see that
the white noise gain is considerably improved as increases,
while the beampattern and the directivity factor do not change
much. Taking kHz as an example, we summarize the

Fig. 10. SNR gains of the robust first-order DMA as a function of frequency:
(a) directivity factor and (b) white noise gain. and cm.

TABLE I
DIRECTIVITY FACTOR (DF) AND WHITE NOISE GAIN (WNG) OF THE
FIRST-ORDER DMA WITH DIFFERENT NUMBERS OF MICROPHONES.

cm AND kHz

directivity factor and white noise gain of the first-order DMAs
in Table I. It is clearly seen that increasing the number of mi-
crophones improves the white noise gain significantly while the
directivity factor does not change much. So, the larger is the
number of microphones, the more robust is the first-order DMA
against white noise amplification.

B. Second-Order DMAs

This set of simulations is designed to investigate the effect of
on the performance of the second-order DMA. We first set

to study the performance of the conventional second-
order DMA. The beampattern and SNR gains are plotted in
Figs. 11 and 12, respectively. It is clearly seen that the conven-
tional second-order DMA maintains the signal from the desired
direction (i.e., ) without distortion while suppressing the
signals from the other directions. Moreover, the conventional
second-order DMA yields more than 8 dB SNR gain in diffuse
noise, but it has the problem of white noise amplification, which
is much worse than the conventional first-order DMA. Then,
we take 5 and 8 microphones to form the robust second-order
DMAs. Figs. 13–16 plot the results. We can see that, by in-
creasing the value of , we get significant improvement in the
white noise gain while the beampattern and the directivity factor
are not much affected.

C. Third-Order DMAs

In the third set of simulations, we study the performance of
the third-order DMA by setting , , and ,
respectively. The beampattern and the SNR gains are plotted in
Figs. 17–22. One can see that the value of affects the per-
formance of the third-order DMA in a similar way as it does
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Fig. 11. Beampattern of the second-order DMA. , cm, and
kHz.

Fig. 12. SNR gains of the second-order DMA as a function of frequency: (a) di-
rectivity factor and (b) white noise gain. and cm.

Fig. 13. Beampattern of the robust second-order DMA. , cm,
and kHz.

for the first- and second-order DMAs, i.e., the white noise gain
is significantly improved as the value of increases while the
beampattern and the directivity factor are not affected much by
the number of microphones. We can also notice, particularly

Fig. 14. SNR gains of the robust second-order DMA as a function of frequency:
(a) directivity factor and (b) white noise gain. and cm.

Fig. 15. Beampattern of the robust second-order DMA. , cm,
and kHz.

Fig. 16. SNR gains of the robust second-order DMA as a function of frequency:
(a) directivity factor and (b) white noise gain. and cm.

in Fig. 18, that the directivity factor of the third-order DMA
fluctuates a lot at very low frequencies (e.g., less than 100 Hz).
This, however, can be fixed by slightly regularizing the matrix
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Fig. 17. Beampattern of the third-order DMA. , cm, and
kHz.

Fig. 18. SNR gains of the third-order DMA as a function of frequency: (a) di-
rectivity factor and (b) white noise gain. and cm.

Fig. 19. Beampattern of the robust third-order DMA. , cm,
and kHz.

to be inverted. In conclusion, by increasing the number of mi-
crophones as compared to the order, we can make DMAs much
more robust to white noise amplification.

Fig. 20. SNR gains of the robust third-order DMA as a function of frequency:
(a) directivity factor and (b) white noise gain. and cm.

Fig. 21. Beampattern of the robust third-order DMA. , cm,
and kHz.

Fig. 22. SNR gains of the robust third-order DMA as a function of frequency:
(a) directivity factor and (b) white noise gain. and cm.

D. Another Relevant Example

In this subsection, we give simulations for another relevant
example in order to validate the generality of the proposed ap-
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Fig. 23. Beampattern of the first-order DMA (hypercardioid). ,
cm, and kHz.

Fig. 24. SNR gains of the first-order DMA (hypercardioid) as a function of
frequency: (a) directivity factor and (b) white noise gain. and

cm.

Fig. 25. Beampattern of the robust first-order DMA (hypercardioid). ,
cm, and kHz.

Fig. 26. SNR gains of the robust first-order DMA (hypercardioid) as a function
of frequency: (a) directivity factor and (b) white noise gain. and

cm.

Fig. 27. Beampattern of the robust first-order DMA (hypercardioid). ,
cm, and kHz.

proach. This time, we use the first-order hypercardioid pattern3

to derive DMAs and plot the results in Figs. 23–28. Similarly,
we observe that, with increased number of microphones, the
proposed first-order DMA improves the white noise gain signif-
icantly while the beampattern and directivity factor stay almost
the same. Similar results can be obtained for other orders or pat-
terns, which will be left to the reader’s investigation.

VIII. CONCLUSIONS

In this paper, we focused on the design of robust DMAs based
on the Maclaurin’s series approximation. By increasing the
number of microphones in the first-, second-, and third-order
DMAs, we derived the corresponding minimum-norm filters,
which have the potential to combat the problem of white
noise amplification. Simulation results showed that the min-
imum-norm approach can achieve similar directivity factors as
compared to the traditional method while its robustness against
white noise amplification is much better.

3The first-order hypercardioid pattern has the form of
.
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Fig. 28. SNR gains of the robust first-order DMA (hypercardioid) as a function
of frequency: (a) directivity factor and (b) white noise gain. and

cm.

APPENDIX A

In this section, we prove that the white noise gain of the ro-
bust th-order DMA is an increasing function of the number of
microphones. But, before presenting the proofs, we give some
useful formulae:

(50)

(51)

(52)

where .
We recall that the white noise gain of the robust th-order

DMA has the form:

(53)

where is the beampattern of the robust
th-order DMA at , and it is an approximation of

. Since the beampattern of the th-order DMA is
frequency independent, i.e.,

(54)

we have

(55)

Substituting (55) into (53), we can rewrite the white noise
gain as

(56)

Fig. 29. The denominator of the white noise gain with the first-order DMA
(supercardioid). cm and kHz.

First, we consider the first-order DMA, i.e., . Using
(32) and (33), we can express the denominator of the white noise
gain as

(57)

Since is a decreasing function of ( ), it
can be easily deduced from (56) that the white noise gain of the
first-order DMA is an increasing function of ( ). To
better illustrate this, we take the first-order supercardioid pattern
as an example and plot the value of as a function
of in Fig. 29.
Then, we consider the second-order DMA, i.e., . Using

(41)–(43) and with the help of (50)–(52), we can derive

(58)

and

(59)
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Fig. 30. The denominator of the white noise gain with the second-order DMA
(supercardioid). cm and kHz.

As a result, the denominator of the white noise gain is

(60)

The value of , as a function of , is plotted in
Fig. 30. It is seen that is a decreasing function of

and, therefore, it can be deduced from (56) that the
white noise gain with the second-order DMA is an increasing
function of .
For , it can also be proved that the white noise gain

with the th-order DMA is an increasing function of
, but we do not present the proof here since the equations

are lengthy.
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