Reduced-Order Robust Superdirective Beamforming With Uniform Linear Microphone Arrays

Chao Pan, Jingdong Chen, Senior Member, IEEE, and Jacob Benesty

Abstract—Sensor arrays for audio and speech signal acquisition are generally required to have frequency-invariant beampatterns to avoid adding spectral distortion to the broadband signals of interest. One way to obtain frequency-invariant beampatterns is via superdirective beamforming. However, traditional superdirective beamformers may cause significant white noise amplification (particularly at low frequencies), making them sensitive to uncorrelated white noise. To circumvent the problem of white noise amplification, a method was developed to find the superdirective beamforming filter with a constraint on the white noise gain (WNG), leading to the so-called WNG-constrained superdirective beamformer. But this method damages the frequency invariance of the beampattern. In this paper, we develop a flatness-constrained robust superdirective beamformer. We divide the overall beamformer into two sub-beamformers, which are convolved together: one subbeamformer forms a lower order superdirective beampattern while the other attempts to improve the WNG. We show that this robust approach can improve the WNG while limiting the frequency dependency of the beampattern at the same time.

Index Terms—Beampattern design, cardioid, directivity factor, microphone arrays, robust beamforming, superdirective beamforming, white noise gain.

I. INTRODUCTION

MICROPHONE arrays combined with beamforming algorithms are often used to acquire audio signals of interest from noisy environments. The basic idea of beamforming is to form a spatial response with its main lobe pointing to a desired look direction to pick up the signal of interest while attenuating noise and interference from other directions. Since audio and speech signals are broadband in nature, microphone arrays are generally required to have frequency-invariant beampatterns to avoid adding artifacts to both the signal of interest and background noise [1]. Many algorithms have been developed to deal with the problem of frequency-invariant beamforming over the last two decades, such as differential microphone arrays (DMAs) [2]–[10], constant beamwidth beamforming [11]–[15], and eigenbeamforming [16]–[20]. In this paper, we focus on superdirective beamforming with uniform linear arrays (ULAs). The major reasons that we choose superdirective beamforming are as follows. First, this beamformer is derived from the maximization of the directivity factor (DF) (which is defined as the ratio between the magnitude squared beampattern in the look direction and the averaged magnitude squared beampattern over the entire space); consequently, it is more efficient than many other beamformers in dealing with signal acquisition in reverberant room acoustic environments where reflections are numerous, which form a diffuse noise field. Second, it can form frequency-invariant beampatterns when the interelement spacing is smaller than the minimum wavelength of the interested frequency range and, therefore, is good for processing broadband signals like speech [1], [33].

However, one major issue with superdirective beamforming is that it may cause significant white noise amplification (particularly at low frequencies), making it sensitive to sensor self noise. Much effort has been devoted to this problem and the solutions developed so far can be categorized into four classes. The first one is to apply a constraint on the white noise gain (WNG) while maximizing the DF, leading to the so-called WNG-constrained superdirective beamformer [21]–[23]. The second one is through properly combining the maximum WNG and maximum DF beamformers [24]. The third class is to implement the superdirective beamformer in a multistage way as the approach in [25]. And the last one is through jointly optimizing the DF, frequency-invariant beampattern, and WNG [26]. While they all can help improve the WNG, the first three classes generally make the beampattern frequency dependent and the last one does not have much flexibility in controlling the DF.

This paper also deals with superdirective beamforming with ULAs. We divide the overall beamformer into two sub-beamformers, which are convolved together: one sub-beamformer forms a lower-order superdirective beampattern while the other attempts to improve the WNG. Compared with the traditional approaches in [21]–[25], the proposed reduced-order superdirective beamformer can form frequency-invariant beampatterns while in comparison with the joint-optimization approach in [26], the DF of the proposed approach can be easily controlled. Moreover, the proposed approach can be used to design robust versions of other frequency-invariant beamformers.

The organization of this paper is as follows. In Section II, we present the signal model, performance measures, and problem formulation. In Section III, we present the beamformer
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structure and develop a flatness-constrained beamformer along with the maximum flatness and maximum WNG beamformers. In Section IV, we assess the flatness-constrained beamformer by means of beampattern, DF, and WNG. We then discuss how to extend the principle of flatness-constrained beamforming to the design of the cardioid beampattern in Section V. Finally, our conclusions are given in Section VI.

II. SIGNAL MODEL, PERFORMANCE MEASURES, AND PROBLEM FORMULATION

A. Signal Model in the Frequency Domain

We consider a far-field desired source signal that propagates in an anechoic acoustic environment and impinges on an M-element ULA from the $\theta_d$ direction, as shown in Fig. 1. The observation of the $m$th ($m = 1, 2, \ldots, M$) microphone in the frequency domain can be written as [2]

$$Y_m(\omega) = X_m(\omega) + V_m(\omega) = e^{-j(m-1)\omega \tau_0 \cos \theta_d} X(\omega) + V_m(\omega), \quad (1)$$

where the zero-mean signals $X_m(\omega)$ and $V_m(\omega)$ are the desired and noise signals at the $m$th microphone, respectively, which are assumed to be uncorrelated, $X(\omega)$ is the source signal at the first sensor, $\omega = 2\pi f$ is the angular frequency with $f$ being the temporal frequency, $\tau_0 = \delta/c$, $\delta$ is the interelement spacing, and $c = 340$ m/s is the speed of sound in the air.

Putting all the microphone signals together into a vector form, we can rewrite the signal model in (1) as

$$y(\omega) \triangleq \begin{bmatrix} Y_1(\omega) & Y_2(\omega) & \ldots & Y_M(\omega) \end{bmatrix}^T = d_M(\omega, \cos \theta_d) X(\omega) + v(\omega), \quad (2)$$

where the superscript $^T$ is the transpose operator

$$d_M(\omega, \cos \theta_d) \triangleq \begin{bmatrix} 1 & e^{-j\omega \tau_0 \cos \theta_d} & \ldots & e^{-j(M-1)\omega \tau_0 \cos \theta_d} \end{bmatrix}^T \quad (3)$$

is a phase-delay vector of length $M$ (whose form is the same as the steering vector used in traditional beamforming) that characterizes the signal propagation, and $v(\omega)$ is the noise vector defined in a similar way to $y(\omega)$.

Beamforming is a process that applies a linear filter, $h(\omega) = [H_1(\omega) \ H_2(\omega) \ \ldots \ H_M(\omega)]^T$, to the observation vector, $y(\omega)$, thereby obtaining an estimate of the source signal, $X(\omega)$, i.e., [28]

$$\chi(\omega) = h^H(\omega) Y(\omega) = h^H(\omega) d_M(\omega, \cos \theta_d) X(\omega) + h^H(\omega) v(\omega), \quad (4)$$

where the superscript $^H$ is the conjugate-transpose operator. The objective of fixed beamforming is to find an optimal filter, $h(\omega)$, so that $\chi(\omega)$ is a good estimate of $X(\omega)$. The performance of $h(\omega)$ is then evaluated by means of beampattern, DF, and WNG, which are discussed in the next section.

B. Beampattern, DF, and WNG

The beampattern measures the array response to a plane wave from the $\theta$ direction. It is mathematically defined as [2]

$$B[h(\omega), \theta] \triangleq d_M^H(\omega, \cos \theta) h(\omega) = \sum_{m=1}^{M} H_m(\omega) e^{j(m-1)\omega \tau_0 \cos \theta}. \quad (5)$$

The DF quantifies the directional characteristic of a beamformer and is defined as the ratio between the magnitude squared beampattern in the desired direction and the averaged magnitude squared beampattern over the entire space [2], [27]. With a ULA, it is defined as

$$D[h(\omega)] \triangleq \frac{1}{\pi} \int_0^\pi \frac{|B[h(\omega), \theta]|^2}{e^{j2\theta} dM \ (\omega, \cos \theta) d_M^H(\omega, \cos \theta) \sin \theta d\theta} \quad (6)$$

where

$$\Gamma_M(\omega) \triangleq \frac{1}{2} \int_0^\pi d_M(\omega, \cos \theta) d_M^H(\omega, \cos \theta) \sin \theta d\theta \quad (7)$$

is the pseudo-coherence matrix of the spherically isotropic noise. It can be verified that the $(i, j)$th element of $\Gamma_M(\omega)$ is

$$\Gamma_M(\omega)_{i,j} = \frac{\sin [\omega \tau_0 (i-j)]}{\omega \tau_0 (i-j)} \quad (8)$$

The maximum value of the DF is

$$D_{\text{max}}(\omega, \theta_d) = d_M^H(\omega, \theta_d) \Gamma_M^{-1}(\omega) d_M(\omega, \theta_d), \quad (9)$$

which depends on $\omega$, $M$, and $\theta_d$. With a closely spaced ULA, $D_{\text{max}}(\omega, \theta_d)$ gives its maximum value at the endfire directions, which is equal to $M^2$ [29].

The WNG is used to measure the robustness of a beamformer with respect to the sensor self noise. It is defined as [2]

$$W[h(\omega)] \triangleq \frac{\vert h^H(\omega) d_M(\omega, \cos \theta_d) \vert^2}{h^H(\omega) h(\omega)} \quad (10)$$

It is easy to check that the traditional delay-and-sum (DS) beamformer gives the maximum WNG, which is equal to $M$.

C. Objective of This Paper

With the signal model given in (2), the superdirective beamformer is typically derived from the following optimization...
problem with the assumption that the signal of interest is at the endfire direction, i.e., \( \theta_d = 0^\circ [21] \):

\[
\min_{h(\omega)} \mathbf{h}^H(\omega) \mathbf{h}(\omega) \text{ subject to } \mathbf{h}^H(\omega) \mathbf{d}_M(\omega, 1) = 1.
\]

The resulting beamformer can form a frequency-invariant beam-pattern [see Fig. 4(a.1)]. However, its WNG is very small at low frequencies [see the dashed gray line in Fig. 4(b.2)].

The objective of this paper is to develop robust superdirective beamformers that, on the one hand, have frequency-invariant beampatterns and, on the other hand, are insensitive to sensor self noise. The principle taken here is to reduce the order of the superdirective beamformer (with a smaller DF) while increasing the WNG.

III. REDUCED-ORDER SUPERDIRECTIVE BEAMFORMING

A. Beamforming Structure

Following the analysis in [31], we can decompose the superdirective beamformer \( h(\omega) \) into the following form:

\[
h(\omega) = \mathbf{H}(\omega) h''(\omega),
\]

where

\[
\mathbf{H}^H(\omega) = \begin{bmatrix}
h^H(\omega) & 0_{1 \times (M''-1)} \\
0 & h^H(\omega) \\
\vdots & \vdots \\
0_{1 \times (M''-1)} & h^H(\omega)
\end{bmatrix}
\]
is a matrix of size \( M'' \times M' \),

\[
h'(\omega) = [H'_1(\omega) H'_2(\omega) \ldots H'_M(\omega)]^T,
\]

\[
h''(\omega) = [H''_1(\omega) H''_2(\omega) \ldots H''_M(\omega)]^T,
\]

and \( M' + M'' - 1 = M \).

Substituting (12) into (5), we can rewrite the beampattern of \( h(\omega) \) as [31] (note this relationship holds only for ULAs; but it is not true, in general, for other array geometries)

\[
\mathcal{B}[h(\omega), \theta] = \mathcal{B}[h'(\omega), \theta] \mathcal{B}[h''(\omega), \theta],
\]

where

\[
\mathcal{B}[h'(\omega), \theta] = \mathbf{d}^H_M(\omega, \cos \theta) h'(\omega),
\]

\[
\mathcal{B}[h''(\omega), \theta] = \mathbf{d}^H_M(\omega, \cos \theta) h''(\omega).
\]

According to (16), if we can make \( \mathcal{B}[h'(\omega), \theta] \) the same as the \( M' \)-order superdirective beampattern \(^1\) and, at the same time, make \( \mathcal{B}[h''(\omega), \theta] \) flat over the entire space (i.e., omnidirectional), the global beampattern, \( \mathcal{B}[h(\omega), \theta] \), will be the \( M' \)-order superdirective beampattern and frequency invariant. Then, the redundancy of \( h''(\omega) \) can be exploited to improve the WNG.

Given the above decomposition, the objective of this paper is to design the sub-beamformer \( h'(\omega) \) so that it is a superdirective beamformer (we call it a reduced-order superdirective beamformer since \( M' < M \)) and the sub-beamformer \( h''(\omega) \) to improve the WNG.

B. Design of \( h'(\omega) \)

Since \( h'(\omega) \) is used to form an \( M' \)-order superdirective beam-pattern, it can be deduced from

\[
\min_{h(\omega)} \mathbf{h}^H(\omega) \mathbf{h}(\omega) \text{ subject to } \mathbf{h}^H(\omega) \mathbf{d}_M(\omega, 1) = 1.
\]

Solving (19), one can obtain

\[
h_S(\omega) = \frac{\mathbf{d}^H_M(\omega, 1) \mathbf{d}^{-1}_M(\omega, 1)}{\mathbf{d}^H_M(\omega, 1) \mathbf{d}_M(\omega, 1)},
\]

where the subscript \( S \) stands for “superdirective.” Since the DF of this superdirective beamformer is closed to \( M'^2 \) [29], the value of \( M' \) can be easily determined in practice given the desired DF value.

C. Design of \( h''(\omega) \)

Since \( h''(\omega) \) is used to improve the WNG, let us first write the WNG as a function of \( h''(\omega) \).

Substituting (12) into (10), we deduce the WNG of the overall beamformer as

\[
\mathcal{W}[h(\omega)] = \sum_{\omega} \frac{[\mathbf{h}^H(\omega) \mathbf{d}_M(\omega, 1)]^2}{\mathbf{h}^H(\omega) \mathbf{H}^H(\omega) \mathbf{h''(\omega)}}. 
\]

According to (12) and the distortionless constraint in (19), we have

\[
\mathbf{h}^H(\omega) \mathbf{d}_M(\omega, 1) = \mathbf{h}^H(\omega) \mathbf{H}^H(\omega) \mathbf{d}_M(\omega, 1) = \mathbf{h}''(\omega) \mathbf{d}_M(\omega, 1).
\]

Substituting (22) into (21), we get

\[
\mathcal{W}[h''(\omega)] = \frac{[\mathbf{h}''(\omega)]^2}{\mathbf{h}^H(\omega) \mathbf{H}^H(\omega) \mathbf{h''(\omega)}}. 
\]

1) Maximum WNG Subbeamformer: From (23), it can be seen that the sub-beamformer that maximizes the WNG is

\[
h''_{\text{MWNG}}(\omega) = \frac{[\mathbf{H}^H(\omega) \mathbf{h''(\omega)}]^{-1} \mathbf{d}_M(\omega, 1)}{[\mathbf{H}^H(\omega) \mathbf{h''(\omega)}]^{-1} \mathbf{d}_M(\omega, 1)},
\]

where the subscript MWNG stands for “maximum WNG.” While it maximizes the WNG, this sub-beamformer changes the global beampattern, particularly at high frequencies, making the beampattern frequency dependent.

2) Maximum Flatness Subbeamformer: According to (5), making \( \mathcal{B}[h''(\omega), \theta] \) constant over the entire space is equivalent to making it independent of \( \cos \theta \), i.e.,

\[
\frac{1}{2} \int_{-1}^{1} \left| \frac{\partial}{\partial \cos \theta} \mathcal{B}[h''(\omega), \theta] \right|^2 d \cos \theta = 0.
\]

Substituting (18) into (25), we deduce that

\[
h''(\omega) \mathbf{Y}(\omega) h''(\omega) = 0,
\]
where
\begin{equation}
Y(\omega) = (\omega \tau_0)^2 \Sigma_{M^*}(\omega) \Sigma^H,
\end{equation}
\begin{equation}
\Sigma \triangleq \text{diag} \left( 0, 1, 2, \ldots, M'' - 1 \right).
\end{equation}
Since \( \Sigma_{M^*}(\omega) \) is positive definite, we have
\begin{equation}
\text{rank } [Y(\omega)] = \text{rank } (\Sigma) = M'' - 1,
\end{equation}
which means that the dimension of the nullspace of \( Y(\omega) \) is equal to one. It is easy to verify that the eigenvector corresponding to the zero eigenvalue is
\begin{equation}
i_1 = [1 \ 0 \ \cdots \ 0]^T.
\end{equation}
Therefore, the maximum flatness filter is proportional to \( i_1 \). By considering the distortionless constraint, i.e.,
\( h'' H(\omega) d_{M^*}(\omega, 1) = 1 \), the maximum flatness filter is
\begin{equation}
h''_{MF}(\omega) = i_1,
\end{equation}
where the subscript MF stands for "maximum flatness." There is no redundancy left for improving the WNG. Substituting (20) and (31) into (12), the resulting global filter is just the \( M' \)-element ULA superdirective beamformer.

3) Flatness-Constrained Subbeamformer: Now, we consider relaxing the maximum flatness beampattern constraint given in (26). One way to relax (26) is to constrain the term \( h'' H(\omega) Y(\omega) h''(\omega) \) to be smaller than a small positive number instead of being equal to zero. As a result, the optimization problem for \( h''(\omega) \) can be expressed as
\begin{equation}
\min_{h''(\omega)} h'' H(\omega) Y(\omega) h''(\omega)
\end{equation}
such that \( h'' H(\omega) d_{M^*}(\omega, 1) = 1 \)
\begin{equation}
\text{and } h'' H(\omega) Y(\omega) h''(\omega) \leq \gamma,
\end{equation}
where \( \gamma \) is a small positive number. It is worth mentioning that one could use a convex optimization algorithm to directly solve the above problem [30]. However, it is more efficient to calculate the optimum beamformer iteratively. The solution of (32) can be expressed as
\begin{equation}
h''_{FC, \gamma}(\omega) = \frac{[H'' H(\omega) + \epsilon_\gamma(\omega) Y(\omega)]^{-1} d_{M^*}(\omega, 1)}{d''_{M^*}(\omega, 1) [H'' H(\omega) Y(\omega) + \epsilon_\gamma(\omega) Y(\omega)]^{-1} d''_{M^*}(\omega, 1)},
\end{equation}
where the subscript FC stands for "flatness constrained" and \( \epsilon_\gamma(\omega) \geq 0 \) controls the tradeoff between the WNG and the beampattern flatness. It can be verified that \( h''_{MF, \gamma}(\omega) \) is equal to \( h''_{MWNG, \gamma}(\omega) \) if \( \gamma = +\infty \) [i.e., \( \epsilon_\gamma(\omega) = 0 \)] and \( h''_{FC, \gamma}(\omega) \) degenerates to \( h''_{MF}(\omega) \) if \( \gamma = 0 \) [i.e., \( \epsilon_\gamma(\omega) = \infty \)].

With the generalized eigenvalue decomposition, \( H'' H(\omega) Y(\omega) \) and \( Y(\omega) \) can be jointly diagonalized as
\begin{equation}
Y(\omega) = Q''^{-H}(\omega) \Lambda(\omega) Q''^{-1}(\omega),
\end{equation}
\begin{equation}
\Lambda(\omega) = \text{diag} \left[ \lambda_1(\omega), \lambda_2(\omega), \ldots, \lambda_{M''}(\omega) \right],
\end{equation}
where
\begin{equation}
Q(\omega) = \begin{bmatrix} q_1(\omega) & q_2(\omega) & \cdots & q_{M''}(\omega) \end{bmatrix},
\end{equation}
\begin{equation}
\Lambda(\omega) = \text{diag} \left[ \lambda_1(\omega), \lambda_2(\omega), \ldots, \lambda_{M''}(\omega) \right],
\end{equation}
with \( q_i(\omega) \) and \( \lambda_i(\omega) \) \( \lambda_1(\omega) \geq \lambda_2(\omega) \geq \cdots \geq \lambda_{M''-1}(\omega) \geq \lambda_{M''}(\omega) = 0 \), \( i = 1, 2, \ldots, M'' \), being the generalized eigenvectors and eigenvalues, respectively. Substituting (34) and (35) into (33), we can rewrite the beamformer as
\begin{equation}
h''_{FC, \gamma}(\omega) = \frac{Q(\omega) [I + \epsilon_\gamma(\omega) \Lambda(\omega)]^{-1} \bar{d}_{M^*}(\omega, 1)}{Q''^{-H}(\omega, 1) [I + \epsilon_\gamma(\omega) \Lambda(\omega)]^{-1} \bar{d}_{M^*}(\omega, 1)},
\end{equation}
where \( \bar{d}_{M^*}(\omega, 1) = Q'' H(\omega) d_{M^*}(\omega, 1) \). It can be checked that the parameter \( \epsilon_\gamma(\omega) \) satisfies the following (see Appendix A):
\begin{equation}
0 \leq \epsilon_\gamma(\omega) \leq \max \left[ 0, \frac{1}{\gamma} - \frac{1}{\lambda_1(\omega)} \right].
\end{equation}
Fig. 4. Performance of the flatness-constrained beamformer with $M = 10$, $\delta = 2$ cm, $M' = 4$, and $\gamma = 2$. In (b.1) and (b.2), the DFs and WNGs of the WNG-constrained superdirective, MF, and MWNG beamformers are plotted for comparison.

and $h_{FC,\gamma}^n(\omega) \Upsilon(\omega) h_{FC,\gamma}^n(\omega)$ is a monotonically decreasing function of $\epsilon_\gamma(\omega)$. Consequently, the optimal value of $\epsilon_\gamma(\omega)$ can be found with the well-known bisection method.

### IV. Evaluation

In this section, we assess the proposed flatness-constrained beamformer in terms of beampattern, DF, and WNG. Note that we use both the terms sub-beamformer and beamformer. The former refers to either $h'_{\omega}(\omega)$ or $h''_{\omega}(\omega)$ while the latter refers to overall beamformer $h(\omega)$.

We consider a ULA and want to achieve a DF of 12 dB. The frequency range that we are interested in is from 500 Hz to 4 kHz. Note that the WNG decreases dramatically at low frequencies, if signals under 500 Hz are of great interest, one can either use good microphone sensors with low self noise floor or use some other beamformers, e.g., delay-and-sum, that are robust to sensors’ noise. The speed of sound in air is assumed to be 340 m/s. Given these conditions, the minimum wavelength is 8.5 cm. In the superdirective beamforming, the array interelement spacing should be much smaller than the half of minimum wavelength. As a result, we should have $\delta \ll 2.45$ cm. Let us choose the spacing as $\delta = 2$ cm in our simulation. Given the target DF of 12 dB (in other words, the desired DF value is equal to 16), $M'$ should be equal to 4.

The filter $h_{\omega}^s(\omega)$ and the matrix $H'(\omega)$ are computed according to (20) and (13), respectively. The filter $h_{FC,\gamma}^n(\omega)$ is computed according to (38), where the parameter $\epsilon_\gamma(\omega)$ is computed iteratively to satisfy the flatness constraint in (32). After determining $h_{\omega}^s(\omega)$ and $h_{FC,\gamma}^n(\omega)$, we compute the global beamformer, $h(\omega)$, according to (12).

### A. Results

In the first simulation, the number of sensors in the ULA is set to 10, i.e., $M = 10$, and the value of the parameter $\gamma$, which controls the flatness of the sub-beamformer, $h''_{\omega}(\omega)$, is set to 2. For the purpose of comparison, we also present the performance of the well-known WNG-constrained superdirective beamformer, where the minimum WNG is set to be $-20$ dB.

According to the previous sections, the proposed flatness-constrained beamformer can be viewed as a tradeoff between the MF beamformer ($\gamma = 0$), whose beampattern is frequency invariant, and the MWNG beamformer ($\gamma = +\infty$), which has the largest WNG. Therefore, it is of importance to present the performance of both the MF and MWNG beamformers as well. The corresponding sub-beamformers are computed according to (20), (31), and (24), respectively.
1) Beampatterns: The beampatterns\(^2\) of the WNG-constrained superdirective and MWNG beamformers are plotted in Figs. 2 and 3, respectively. As seen, they are both frequency dependent. The beampatterns of the two sub-beamformers \(h_{\gamma}^S(\omega)\) and \(h_{FC,\gamma}''(\omega)\), and the resulting flatness-constrained beamformer \(h(\omega)\) are plotted in Fig. 4(a.1), (a.2), (a.3). According to (16), the beampattern in (a.3) is the product of those in (a.1) and (a.2). As seen, the beampattern of \(h_{\gamma}^S(\omega)\) is almost frequency invariant [see Fig. 4(a.1)]. The beampattern of \(h_{FC,\gamma}''(\omega)\) is quite flat over the entire space [see Fig. 4(a.2)]. As a result, the beampattern of the flatness-constrained beamformer is almost frequency invariant [see Fig. 4(a.3)].

To measure the degree of beampattern invariance, we define the invariance factor (IF) as

\[
\text{IF} = \frac{1}{P} \sum_{p=1}^{P} \sum_{q=1}^{Q} \frac{|B[h(\omega_p), \theta_q]| - M(\theta_q)}{Q} \right)^2, \tag{40}
\]

where

\[
M(\theta_q) = \frac{1}{P} \sum_{p=1}^{P} |B[h(\omega_p), \theta_q]|
\]

is the averaged magnitude of the beampattern over the frequency of interest, \(\omega_p = 2\pi f_p\) is the discrete angular frequency with \(f_p\) being the temporal frequency, \(\theta_q\) are the discrete angle, \(P\) and \(Q\) are the number of discrete frequencies and angles, respectively. In our simulation, \(f_p\) is from 500 Hz to 4 kHz with interval of 20 Hz; \(\theta_q\) is from 0° to 180° with interval of 1°. The IFs, in dB, for different beamformers are shown in Table I. As we can see, the maximum flatness beamformer has the smallest IF, which is approximately \(-30\) dB. The IF values of both the maximum WNG and WNG constrained superdirective beamformers are much larger than that of the maximum flatness beamformer, indicating that their beampatterns change significantly with frequency. In comparison, the IF value of the flatness-constrained beamformer is close to that of the maximum flatness beamformer, indicating that the flatness-constrained beamformer has almost frequency-invariant beampatterns.

2) DFs and WNGs: Fig. 4(b.1) and (b.2) plots the DFs and WNGs of the flatness-constrained, the MF (which is the same as the traditional non-robust superdirective), and the MWNG beamformers. As seen, the flatness-constrained beamformer

\[^2\text{In all the beampattern plots, the difference between the values of two adjacent circles in the same horizontal plane is 10 dB; the values of the outermost circle and the innermost dot are 0 dB and \(-40\) dB, respectively.}\]
Fig. 6. Impact of the number of microphone sensors, $M$, on the performance of the flatness-constrained beamformer with $\gamma = 2$, $\delta = 2$ cm, and $M' = 4$. (a.1), (a.2), and (a.3) are beampatterns of the sub-beamformer $h_{FC,\gamma}^p(\omega)$ for three different frequencies, which are supposed to be flat. (b.1) and (b.2) are DFs and WNGs of the global beamformers.

with $\gamma = 2$ greatly improves the WNG as compared to the MF beamformer. In comparison with the MWNG beamformer, the flatness-constrained beamformer has a slightly smaller WNG, but its DF is much higher and almost frequency invariant.

B. Influence of $\gamma$, $M$, and $\delta$ on Performance

The performance of the flatness-constrained beamformer depends on the values of the parameters $\gamma$, $M'$, $M$, and $\delta$, where $M'$ is determined by the desired DF value, and the other three parameters can be adjusted in the array design. In this section, we show the performance of the flatness-constrained beamformer with different values of $\gamma$, $M$, and $\delta$.

1) Influence of $\gamma$: Fig. 5(a.1), (a.2), (a.3) plots the beampattern of the sub-beamformer $h_{FC,\gamma}^p(\omega)$ as a function of $\gamma$ for three different frequencies. It can be seen that the beampattern flatness decreases as the value of $\gamma$ increases. It approaches to that of the MWNG sub-beamformer, which forms flat beampattern at low frequencies and introduces extra nulls at high frequencies [31]. As the value of $\gamma$ decreases, the beampattern becomes flatter and flatter till it is a constant over the entire space when $\gamma$ equals zero.

The DFs and WNGs of the flatness-constrained beamformer with three different values of $\gamma$ are plotted in Fig. 5(b.1) and (b.2). As seen, the DF and WNG of this beamformer get close to those of the MWNG beamformer as the value of $\gamma$ increases. This confirms that the improvement in WNG is achieved by sacrificing the DF. With a smaller value of $\gamma$, the DF is more frequency invariant since the beampattern of $h_{FC,\gamma}^p(\omega)$ gets flatter; however, the WNG becomes smaller. Fortunately, at low frequencies where a large WNG improvement is needed, the beampattern of $h_{FC,\gamma}^p(\omega)$ is often flat. Therefore, the tradeoff between the WNG and the DF typically happens at higher frequencies. In practice, $\gamma$ should be set as small as possible as long as the WNG improvement at low frequencies meets our requirement.

2) Influence of $M$: Fig. 6(a.1), (a.2), (a.3) plots the beampatterns of the sub-beamformer $h_{FC,\gamma}^p(\omega)$ as a function of $M$ for three different frequencies. As seen, even with the same value of $\gamma$, the flatness of the beampattern changes slightly with $M$. More specifically, the beamformer has a higher DF value [see the blue curves in Fig. 6(b.1)] but the beampattern becomes less flat as more sensors are used. From this observation, a smaller value of $\gamma$ should be used as $M$ increases to ensure that the beampattern is frequency invariant in practice. The DFs and WNGs of the flatness-constrained beamformer with three different values of $M$ are plotted in Fig. 6(b.1) and (b.2) (black curves). It can be seen that both the DF and the WNG increase with $M$.

3) Influence of $\delta$: Fig. 7(a.1), (a.2), (a.3) plots the beampattern of the sub-beamformer $h_{FC,\gamma}^p(\omega)$ as a function of $\delta$ for three different frequencies. The DFs and WNGs of the flatness-constrained beamformer with three different values of $\delta$ are...
Fig. 7. Influence of the value of $\delta$ on the flatness-constrained beamformer with $\gamma = 2$, $M = 10$, and $M' = 4$. (a.1), (a.2), and (a.3) are beampatterns of the sub-beamformer $h_{FC,\gamma}''(\omega)$ for three different frequencies, which are supposed to be flat. (b.1) and (b.2) are DFs and WNGs of the global flatness-constrained beamformers.

plotted in Fig. 7(b.1) and (b.2). Similar to the impact of increasing the number of sensors, increasing the value of $\delta$ can also improve the WNG. However, when $\delta$ approaches the half of the minimum wavelength ($\delta = 4.25$ cm in our case), the superdirective beamformer approaches the traditional DS beamformer, which is no longer superdirective and both the DF and the frequency invariance of the beampattern are sacrificed. Therefore, with microphone arrays there is not much flexibility in changing the value of $\delta$ once the frequency range of interest is given. Empirically, $\delta = \lambda_{\text{min}}/4$ is a good choice, where $\lambda_{\text{min}}$ is the minimum wavelength given the frequency range of interest.

V. Extension to the Design of the Cardioid Beampattern

The principle of the flatness-constrained beamformer, though derived in the context of superdirective beamforming, can be extended to the design of other frequency-invariant beampatterns such as those in DMAs [2]. In this section, we show how it can be extended to the design of the cardioid beampattern, which is widely used in DMAs as the corresponding beamformer is optimal as far as the WNG is concerned [32].

The process of designing the flatness-constrained cardioid is the same as the design of the flatness-constrained superdirective beamformer shown in Section III. It consists of two steps: the first step is to find the sub-beamformer, $h'(\omega)$, that can form the desired cardioid beampattern while the second step is to design the flatness-constrained sub-beamformer, $h''(\omega)$. The second step is identical to that in Section III-C3. So, we only discuss how to design the sub-beamformer $h'(\omega)$ for the cardioid.

According to [32], the $M'$-element traditional (non-robust) cardioid beamformer can be expressed as

$$h_{CD}'(\omega) = \frac{1}{(1 - e^{2\omega\tau_0})^N} \begin{bmatrix} 1 \\ -C_N^1 e^{j\omega\tau_0} \\ \vdots \\ (-1)^n C_N^n e^{jn\omega\tau_0} \\ \vdots \\ (-1)^N C_N^N e^{jN\omega\tau_0} \end{bmatrix}.$$  (42)

When the array interelement spacing equals half of the wavelength, i.e., $\omega \tau_0 = \pi$, the traditional superdirective beamformer degenerates to the DS beamformer.
Fig. 8. Performance of the flatness-constrained cardioid beamformer, where $M = 10$, $M' = 4$, $\delta = 2$ cm, and $\gamma = 1$.

where CD stands for “cardioid,” $n = 0, 1, \ldots, N$ with $N = M' - 1$, and $C_N^n = \frac{N!}{n!(N-n)!}$. In Appendix E, we show that the DF of this beamformer is approximately $2M' - 1$, which is larger than that of DS and many traditional additive beamformers.

Replacing $h'_s(\omega)$ by $h'_{CD}(\omega)$ in computing the flatness-constrained beamformer, we get the robust flatness-constrained cardioid beamformer. To evaluate the performance, we consider a ULA with 10 microphones. The value of $M'$ is set to 4 and the value of $\gamma$ is equal to 1. The corresponding beampatterns, DF, and WNG are plotted in Fig. 8.

VI. CONCLUSION

How to design robust and frequency-invariant beamformers is an important yet challenging problem. In this paper, we presented an approach to the design of robust superdirective beamformers. In this approach, the overall beamformer is divided into two sub-beamformers, which are convolved together: one sub-beamformer is formulated as a lower-order superdirective beamformer to achieve the desired DF and frequency-invariant beampattern and the other is optimized to improve the WNG with a flat spatial response over the entire space. Since it is the multiplication of beampatterns of two sub-beamformers, the beampattern of the overall superdirective beamformer is similar to (if not the same as) that of the lower-order superdirective sub-beamformer. A flatness-constrained superdirective beamformer is then derived, which can help improve the WNG while maintaining the overall beampattern approximately frequency invariant. The principle of the flatness-constrained superdirective beamformer can also be extended to other beamformers. As an example, we showed how to extend this principle to the design of the cardioid, which is widely used in differential beamforming.

APPENDIX A

BOUNDS OF $\epsilon_\gamma(\omega)$

Let us first define the flatness function of the sub-beamformer $h'_{FC, \gamma}(\omega)$ as

$$f[\epsilon_\gamma(\omega)] \triangleq h''_{FC, \gamma}(\omega) \Pi(\omega) h'^{H}_{FC, \gamma}(\omega). \quad (43)$$

Substituting (35) and (38) into (43) gives

$$f[\epsilon_\gamma(\omega)] = \frac{1}{\sum_{m=1}^{M'}} \lambda_m(\omega) \beta_m(\omega), \quad (44)$$

where

$$\beta_m(\omega) \triangleq \left| q_{m}(\omega) d_{M'}(\omega, 1) \right|^2. \quad (45)$$
Using the fact that $h_{C,\gamma}^\omega$ is also the solution of the following optimization problem:

$$\min_{h(\omega)} h^\omega H(\omega) H^\omega(h(\omega)) + \epsilon_\gamma(h(\omega)) h^{\omega\omega}(\omega) Y(\omega) h^\omega(\omega),$$

subject to $h^{\omega\omega}(\omega) d_{M^\gamma}(\omega, 1) = 1$,  

(46)

one can check that $f [\epsilon_\gamma(\omega)]$ is a monotonically decreasing function of $\epsilon_\gamma(\omega)$. Therefore, if we know the bounds of $\epsilon_\gamma(\omega)$, its value then can be determined with the bisection method.

Case 1: If the beampattern of the MWNQ sub-beamformer is flat enough and no flatness constraint in (32) is needed, we then have

$$\epsilon_\gamma(\omega) = 0. \quad (47)$$

Case 2: If the flatness constraint is needed, the flatness function of the resulting beamformer is

$$f [\epsilon_\gamma(\omega)] = \gamma. \quad (48)$$

Therefore, we have

$$\gamma = \frac{\sum_{m=1}^{M^\gamma} \lambda_m(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)} \beta_m(\omega) \left[ \sum_{m=1}^{M^\gamma} \frac{1}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)} \beta_m(\omega) \right]^2 \leq \frac{\lambda_1(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_1(\omega)} \beta_1(\omega) \quad (49)$$

$$\beta_m(\omega) \leq \frac{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)} \beta^\gamma(\omega), \quad (50)$$

where (49) is derived by substituting (44) into (48), the derivation from (49) to (50) is shown in Appendix C, the derivation from (50) to (51) is straightforward, and the derivation from (51) to (52) is shown in Appendix D. Considering that $\lambda_{M^\gamma}(\omega) = 0$ and $\beta_{M^\gamma}(\omega) = 1$ (see Appendix B), we deduce that

$$\gamma \leq \frac{\lambda_1(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_1(\omega)} \beta_1(\omega). \quad (53)$$

which can be rewritten in the following form:

$$\epsilon_\gamma(\omega) \leq \frac{1}{\gamma} - \frac{1}{\lambda_1(\omega)} \beta_1(\omega). \quad (54)$$

In conclusion, the bounds of $\epsilon_\gamma(\omega)$ are

$$0 \leq \epsilon_\gamma(\omega) \leq \max \left[ 0, \frac{1}{\gamma} - \frac{1}{\lambda_1(\omega)} \right]. \quad (55)$$

APPENDIX B
PROOF OF $\beta_{M^\gamma}(\omega) = 1$

According to (45), we have

$$\beta_{M^\gamma}(\omega) = \left| q_{M^\gamma}(\omega) d_{M^\gamma}(\omega, 1) \right|^2, \quad (56)$$

where $q_{M^\gamma}(\omega)$ is the eigenvector corresponding to the only zero eigenvalue of $[H^{\omega\omega}(\omega) H(\omega)]^{-1} Y(\omega)$. Recalling that the eigenvector corresponding to the only zero eigenvalue of $Y(\omega)$ is $i_1$, we have

$$q_{M^\gamma}(\omega) = i_1. \quad (57)$$

Substituting (57) into (56) gives

$$\beta_{M^\gamma}(\omega) = 1. \quad (58)$$

APPENDIX C
DERIVATION FROM (49) TO (50)

Using the fact that $\lambda_1(\omega) \geq \lambda_m(\omega), \forall m \in \{1, 2, \ldots, M^\gamma\}$, and $\epsilon_\gamma(\omega) \geq 0$, we have

$$\frac{\lambda_m(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)} \leq \frac{\lambda_1(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_1(\omega)} \quad (59)$$

Multiplying both sides of (59) with $\frac{1}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)}$, we deduce that

$$\frac{\lambda_m(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)} \leq \frac{\lambda_1(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_1(\omega)} \times \frac{1}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)}. \quad (60)$$

Since the $\beta_m(\omega)$'s are nonnegative by definition, we can deduce that

$$\lambda_m(\omega) \leq \frac{\lambda_1(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_1(\omega)} \beta_1(\omega) \quad (61)$$

Summing up both sides of (61) over $m$, we get

$$\sum_{m=1}^{M^\gamma} \frac{\lambda_m(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)} \beta_m(\omega) \leq \frac{\lambda_1(\omega)}{1 + \epsilon_\gamma(\omega) \lambda_1(\omega)} \sum_{m=1}^{M^\gamma} \frac{1}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)} \beta_m(\omega). \quad (62)$$

Substituting (62) into (49) gives (50).

APPENDIX D
DERIVATION FROM (51) TO (52)

Considering that $\forall m \in \{1, 2, \ldots, M^\gamma\}$, $\lambda_m(\omega) \geq 0$, $\beta_m(\omega) \geq 0$, and $\epsilon_\gamma(\omega) \geq 0$, we have

$$\sum_{m=1}^{M^\gamma} \frac{1}{1 + \epsilon_\gamma(\omega) \lambda_m(\omega)} \beta_m(\omega) \geq \frac{1}{1 + \epsilon_\gamma(\omega) \lambda_{M^\gamma}(\omega)} \beta_{M^\gamma}(\omega). \quad (63)$$

Substituting (63) into (51) gives (52).
APPENDIX E

DF OF THE TRADITIONAL NTH-ORDER CARDIOID

Substituting (42) into (5), we deduce that the beampattern of the cardioid is

\[ \mathcal{B}[h_{CD}^{\prime}(\omega), \theta] = \frac{1}{(1 - e^{j2\omega_0}N)} \sum_{n=0}^{N} (-1)^n C_N^n e^{j2n\omega_0(1 + \cos \theta)} \]

\[ \approx \frac{1}{(1 - e^{j2\omega_0}N)} \left[ 1 - e^{j2\omega_0(1 + \cos \theta)} \right]^N. \]

(64)

In the case that the array interelement spacing is much smaller than the wavelength, we have

\[ e^{j2\omega_0} \approx 1 + j2\omega_0, \]

\[ e^{j\omega_0(1 + \cos \theta)} \approx 1 + j\omega_0(1 + \cos \theta). \]

Substituting (65) and (66) into (64) gives

\[ \mathcal{B}[h_{CD}^{\prime}(\omega), \theta] \approx \frac{1}{2^N} (1 + \cos \theta)^N. \]

(67)

Now, substituting (67) into (6), we obtain

\[ D[h_{CD}^{\prime}(\omega)] \approx \frac{2^N}{\pi} \int_{0}^{\pi}(1 + \cos \theta)^{2N} \sin \theta d\theta \]

\[ \approx \frac{2^N}{\pi} \int_{-1}^{1}(1 + x)^{2N} dx \]

\[ = 2N + 1. \]

(68)

Recalling that \( N = M' - 1 \), we get

\[ D[h_{CD}^{\prime}(\omega)] \approx 2M' - 1. \]

(69)
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