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This paper develops an approach to beamforming with small spacing uniform linear microphone

arrays based on the null-steering (NS) principle. It first formulates the beamforming problem from

the conventional mean-squared error (MSE) criterion and its normalized version. Several NS algo-

rithms are then derived for beamforming with the constraint of placing nulls to either a single direc-

tion or multiple angles. The difference and relationships between different algorithms are discussed

and their performances are evaluated. These algorithms can be used to design either fixed or adap-

tive beamformers. In the former case, the resulting beamformers work as differential microphone

arrays (DMAs) since they exhibit frequency-invariant beampatterns and their directivity factors are

high with a given number of sensors. In the latter case, the resulting beamformers can be viewed

as a combination of DMAs and single-channel noise reduction since they do not only exhibit

frequency-invariant beampatterns but also can achieve noise reduction based on the noise statistics.
VC 2018 Acoustical Society of America. https://doi.org/10.1121/1.5035272
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I. INTRODUCTION

Microphone arrays are now widely used in a large range

of applications such as smart speakers, robotics, smart home

systems, automotive voice navigation, hands-free voice com-

munication, teleconferencing, cellular phones, hearing aids, to

name a few. A critical component of a microphone array sys-

tem is the so-called beamforming, which is basically a multi-

channel filter that uses the spatial, spectral, and temporal

information embedded in the array observation signals to

estimate the speech signal of interest while reducing the

effects of noise, reverberation, and interference (Schelkunoff,

1943; Dudgeon, 1977; Flanagan et al., 1985; Haykin, 1985;

Kellermann, 1991; Brandstein and Ward, 2001; Benesty et al.,
2008; Benesty et al., 2017; Benesty and Chen, 2012; Capon,

1969; Frost, 1972; Griffiths and Jim, 1982). Great efforts have

been devoted to microphone array beamforming over the last

three decades, and many algorithms have been developed

accordingly. Broadly, those algorithms can be divided into

two categories, i.e., fixed and adaptive beamformers, based

upon how the beamforming filter coefficients are designed

and updated. Fixed beamformers, in either a delay-and-sum

structure or a filter-and-sum form, have their beamforming

coefficients designed primarily based on the array geometry

and steering angle information, and those coefficients are

fixed once the array system is deployed (Schelkunoff, 1943;

Flanagan et al., 1985; Haykin, 1985; Kellermann, 1991;

Benesty et al., 2008; Benesty et al., 2017). These types of

beamformers are generally suboptimal in terms of noise reduc-

tion performance as they do not use any information of the

real ambient noise. In comparison, adaptive beamformers esti-

mate and update their beamforming coefficients based on

the noise statistics (Capon, 1969; Frost, 1972; Griffiths and

Jim, 1982; Jim, 1977; Werner et al., 2003). If the estimate

of these statistics is accurate, adaptive beamformers may

achieve better performance than fixed ones. However, how to

estimate the signal and noise statistics in a reliable manner is a

non-trivial task, particularly in acoustic environments in the

presence of reverberation where both the desired signal and

noise are generally nonstationary. Therefore, robust imple-

mentation of adaptive beamformers is always a great chal-

lenge, and it is not uncommon to have signal distortion

and signal self-cancellation with adaptive beamformers in

real-world applications. Consequently, fixed beamformers are

often preferred in practical systems due to their performance

consistency and robustness.

Fixed beamformers can be further divided into the

following two subcategories: additive and differential. The

former refers to those responsive to the acoustic pressure

field, while the latter refers to those responsive to the spatial

derivatives of different orders of the acoustic pressure field

(Elko, 2000; Elko and Meyer, 2008). Generally, additive

beamformers are applied to large spacing arrays with large

aperture while differential beamformers are applied to small

spacing and compact size microphone arrays. In comparison,a)Electronic mail: jingdongchen@ieee.org
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differential beamformers offer three major advantages: (1)

they exhibit almost frequency-invariant beampatterns, which

make them attractive for processing broadband audio and

speech signals; (2) they can attain high spatial gain, which

make them efficient in dealing with spatial noise and rever-

beration suppression in comparison with additive beamform-

ers with the same number of sensors; and (3) they work with

compact size arrays, which are easily integrated into devices

with limited space such as cellular phones, robotics, hearing

aids, and smart speakers. As a result, differential beamform-

ing has attracted tremendous attention over the last two deca-

des (Benesty and Chen, 2012; Elko and Meyer, 2008; Elko,

2000; Chen et al., 2014; Benesty et al., 2016; Pan et al.,
2015; Zhao et al., 2014, 2016; Bernardini et al., 2017; Wu

and Chen, 2016; Sena et al., 2012).

So far, there have been three major approaches to the

design and implementation of differential beamformers: cas-

caded subtraction, null-constrained linear system solving, and

series approximation. The basic principle of the first method

can be dated back to the 1930s when directional sensors were

invented (Olson, 1932; Olson, 1946), and this principle was

then extended in the 1990s to the design of differential micro-

phone arrays (DMAs; Elko, 2000; Elko and Meyer, 2008;

Elko and Pong, 1997; Elko, 1997). In this approach, a general

nth-order DMA is constructed by subtractively combining the

fractionally delayed outputs of two DMAs of order n – 1, e.g.,

a first-order DMA is formed by subtracting a fractionally

delayed version of the output of one omnidirectional micro-

phone (a 0th-order DMA) from the output of another adjacent

omnidirectional microphone, and a second-order DMA is con-

structed as the difference between the outputs of two first-

order DMAs (Benesty and Chen, 2012; Elko, 2000; Elko and

Meyer, 2008). While straightforward, this method lacks flexi-

bility in dealing with the problem of white noise amplification,

which is intrinsic to differential beamforming, particularly

when the order is high and frequency is low. In comparison,

the null-constrained approach performs differential beamform-

ing in the short-time Fourier transform (STFT) domain. It

transforms the differential beamforming problem into one of

linear system solving, where the linear system is constructed

from some fundamental constraints (typically the steering and

null directions) from the target beampattern (Benesty and

Chen, 2012; Chen et al., 2014; Benesty et al., 2016). It has

been shown that this approach is equivalent to the cascaded

subtraction method if an nth-order DMA is constructed using

nþ 1 physically omnidirectional microphones (Pan et al.,
2015). One of the prominent advantages of this method is the

design of an nth-order differential beamformer using more

than nþ 1 microphones to obtain the desired, target beampat-

tern while maximizing the white noise gain (WNG), leading

to the so-called robust DMA. In the series approximation

approach, the exponentials in the beampattern (or steering

vector) are approximated by a limited order of some expan-

sion series (e.g., Taylor, Jacobi-Anger), and the beamforming

filter is identified also by solving a linear system as in the

null-constrained method, but the linear system is a natural

result of the series approximation (Zhao et al., 2014, 2016).

Similar to the second approach, WNG can be improved by

increasing the number of microphones when designing a given

order of DMA.

This paper is also concerned with beamforming with

small spacing uniform linear microphone arrays. We develop

a null-steering (NS) approach, which designs beamformers

based on the use of the array geometry and nulls information.

The NS principle, which originates from the sidelobe cancel-

ler (Compton, 1988; Howells, 1976) and the generalized side-

lobe canceller (Buckley and Griffiths, 1986; Buckley, 1986,

1987; Van Veen and Buckley, 1988), has been studied over a

long time to cancel one or multiple competing source (inter-

ference) signals propagating from known directions (Chiba

et al., 1994; Friedlander and Porat, 1989; Godara and

Cantoni, 1981; Godara, 1997). The nulls in the beampattern

can be formed using either the amplitude (Vu, 1986) or phase

information (Shore, 1984; Haupt, 1997), or more generally

by adjusting the complex beamforming filter (Ng et al., 1985;

Steyskal et al., 1986). In this paper, however, we study the

NS principle from another perspective and apply it to beam-

forming for small spacing and compact linear microphone

arrays. Different NS beamforming algorithms are derived by

minimizing some mean-squared error (MSE) criterion with

nulls constraints. These algorithms can be used to design

either fixed or adaptive beamformers. In the former case, the

resulting beamformers work as DMAs since (1) they exhibit

frequency-invariant beampatterns and (2) their directivity

factors (DFs) are high. In the latter case, the resulting beam-

formers can be viewed as a combination of DMAs and noise

reduction since (1) they exhibit frequency-invariant beampat-

terns and (2) they can achieve adaptive noise reduction based

on the noise statistics estimates.

The remainder of this paper is organized as follows.

In Sec. II, we describe the signal model and the problem for-

mulation of microphone array beamforming in the STFT

domain. Section III presents some useful performance mea-

sures about beamforming and NS algorithms. In Sec. IV, we

briefly describe the conventional beamforming algorithms.

In Sec. V, we develop some NS algorithms under different

criteria. Simulation results are presented to support our theo-

retical study in Sec. VI. Finally, some conclusions are drawn

in Sec. VIII.

II. SIGNAL MODEL AND PROBLEM FORMULATION

We consider a uniform linear sensor array, as shown in

Fig. 1, consisting of M omnidirectional microphones and for

which the distance between two successive sensors is equal

to d. In a general way, the received signals at the frequency

index f are expressed as (Benesty et al., 2008; Benesty et al.,
2011; Elko and Meyer, 2008)

Ymðf Þ ¼ Gmðf ÞSðf Þ þ Vmðf Þ
¼ Xmðf Þ þ Vmðf Þ; m ¼ 1; 2;…;M; (1)

where Ymðf Þ is the mth microphone signal, S(f) is the unknown

speech source, which is assumed to propagate from the endfire

direction (i.e., at the angle of 0�), Gmðf Þ is the acoustic trans-

fer function from the position of S(f) to the mth microphone,

and Xmðf Þ ¼ Gmðf ÞSðf Þ and Vmðf Þ are, respectively, the

2652 J. Acoust. Soc. Am. 143 (5), May 2018 Li et al.



convolved speech signal and additive noise at the mth micro-

phone. We assume that Xmðf Þ and Vmðf Þ are uncorrelated and

zero mean. We further assume that d is small in order that the

array, with some processing of the sensor signals, works as a

DMA (Benesty and Chen, 2012). Without loss of generality,

microphone 1 is chosen as the reference. Then, the objective

of beamforming or noise reduction in the frequency domain is

to estimate the desired signal, X1ðf Þ, given the M observa-

tions, Ymðf Þ; m ¼ 1; 2;…;M, in the best way we can.

It is more convenient to write the M frequency-domain

microphone signals in a vector notation

yðf Þ ¼ gðf ÞSðf Þ þ vðf Þ ¼ xðf Þ þ vðf Þ
¼ dðf ÞX1ðf Þ þ vðf Þ; (2)

where

yðf Þ ¼ Y1ðf Þ Y2ðf Þ � � � YMðf Þ
� �T

; (3)

xðf Þ ¼ X1ðf Þ X2ðf Þ � � � XMðf Þ
� �T ¼ Sðf Þgðf Þ; (4)

gðf Þ ¼ G1ðf Þ G2ðf Þ � � � GMðf Þ
� �T

; (5)

vðf Þ ¼ V1ðf Þ V2ðf Þ � � � VMðf Þ
� �T

; (6)

d fð Þ ¼ 1
G2 fð Þ
G1 fð Þ � � �

GM fð Þ
G1 fð Þ

� �T

¼ g fð Þ
G1 fð Þ ;

(7)

and the superscript “T” is the transpose operator. The vector

dðf Þ is obviously the frequency-domain signal propagation

vector, which is in the same form as the steering vector. In

the anechoic and far-field context, and with the assumption

that the source impinges on the array from the angle 0�, Eq.

(7) degenerates to

dðf ; 0Þ ¼ 1 e�|2pf s0 � � � e�|2ðM�1Þpf s0

� �T
; (8)

where | is the imaginary unit with |2 ¼ �1 and s0 ¼ d=c is

the delay between two successive sensors at the angle 0�,
with c � 340 m/s being the speed of sound. In the rest of this

work, we assume that

dðf ; 0Þ � dðf Þ: (9)

Clearly, for a given angle h, it is known that the steering vec-

tor can be written as

dðf ;hÞ¼ 1 e�|2pf s0 cos h � � � e�|2ðM�1Þpf s0 cos h
� �T

: (10)

The objective of beamforming is to estimate the desired

signal, X1ðf Þ, given the observed vector, yðf Þ. This can be

achieved by applying a complex-valued filter to yðf Þ, i.e.,

Zðf Þ ¼ hHðf Þyðf Þ ¼ hHðf Þdðf ÞX1ðf ÞþhHðf Þvðf Þ; (11)

where Z(f) is the estimate of the desired signal, X1ðf Þ, the

superscript “H” is the conjugate-transpose operator, and

hðf Þ ¼ H1ðf Þ H2ðf Þ � � � HMðf Þ
� �T

(12)

is a filter of length M containing all the complex weights

applied to the microphone outputs at frequency f. With the

above formulation, the objective of beamforming consists in

designing an optimal spatial filter, hðf Þ, such that the linear

array works as a DMA (Benesty and Chen, 2012; Elko and

Meyer, 2008; Elko, 2000), which has a frequency-invariant

spatial response with a high spatial gain.

III. USEFUL DEFINITIONS

In this section, we give some important definitions and

measures that will be used to derive and evaluate beamform-

ing filters.

With microphone 1 as the reference, we can define the

input signal-to-noise ratio (SNR) as

iSNR fð Þ ¼
/X1

fð Þ
/V1

fð Þ ; (13)

where /X1
ðf Þ ¼ E½jX1ðf Þj2� and /V1

ðf Þ ¼ E½jV1ðf Þj2� are

the variances of X1ðf Þ and V1ðf Þ, respectively, with E½��
being mathematical expectation. The output SNR is written,

according to Eq. (11), as

oSNR h fð Þ½ � ¼
/X1

fð ÞjhH fð Þd fð Þj2

hH fð ÞUv fð Þh fð Þ

¼ iSNR fð Þ � jhH fð Þd fð Þj2

hH fð ÞCv fð Þh fð Þ
; (14)

where Uvðf Þ ¼ E½vðf ÞvHðf Þ� and Cvðf Þ ¼ Uvðf Þ=/V1
ðf Þ

are the correlation and pseudo-coherence matrices of vðf Þ,
respectively. From Eqs. (13) and (14), the SNR gain, also

called the array gain, is easily derived, i.e.,

G h fð Þ½ � ¼ oSNR h fð Þ½ �
iSNR fð Þ ¼

jhH fð Þd fð Þj2

hH fð ÞCv fð Þh fð Þ
: (15)

This SNR gain depends on the noise pseudo-coherence

matrix, Cvðf Þ. Let us consider the following two typical

kinds of noise.

• The temporally and spatially white noise with the same

variance at all microphones. In this case, the SNR gain

FIG. 1. (Color online) Illustration of a uniform linear microphone array for

sound capture in the far field.
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is called the WNG. With this type of noise, the noise

pseudo-coherence matrix is Cvðf Þ ¼ IM, where IM is the

M�M identity matrix. Substituting Cvðf Þ ¼ IM into Eq.

(15), we get the WNG

W h fð Þ½ � ¼ jh
H fð Þd fð Þj2

hH fð Þh fð Þ
: (16)

The WNG is generally used to measure the robustness of a

beamformer against random errors such as the sensors’

noise and mismatch among different sensors. If we use the

Cauchy-Schwarz inequality, i.e.,

jhHðf Þdðf Þj2 � hHðf Þhðf Þ � dHðf Þdðf Þ; (17)

it follows immediately that

W hðf Þ½ � � M; 8hðf Þ: (18)

• The diffuse noise (this situation corresponds to the spheri-

cally isotropic noise field). In this scenario, the SNR gain

is called the DF. With this type of noise, the (i,j)th element

of the noise pseudo-coherence matrix is

Cv fð Þ½ �ij ¼ Csi fð Þ½ �ij ¼
sin 2pf j� ið Þs0½ �

2pf j� ið Þs0

¼ sinc 2pf j� ið Þs0½ �; (19)

where the subscript “si” stands for “spherically isotropic.”

Substituting Eq. (19) into Eq. (15) gives the DF, i.e.,

D h fð Þ½ � ¼ jhH fð Þd fð Þj2

hH fð ÞCsi fð Þh fð Þ
: (20)

Again, by utilizing the Cauchy-Schwarz inequality, i.e.,

jhHðf Þdðf Þj2 � hHðf ÞCsiðf Þhðf ÞdHðf ÞC�1
si ðf Þdðf Þ; (21)

it can be shown from Eq. (20) that

D hðf Þ½ � � dHðf ÞC�1
si ðf Þdðf Þ � tr C�1

si ðf Þdðf ÞdHðf Þ
� �

� M tr C�1
si ðf Þ

� �
; 8hðf Þ; (22)

where tr½�� denotes the trace of a square matrix.

The beampattern, which represents the response of hðf Þ
to the incidence signal as a function of the steering vector, is

defined as

B hðf Þ½ � ¼ hHðf Þdðf ; hÞ: (23)

It can be proved that (Benesty and Chen, 2012)

B h fð Þ½ � �
XN

n¼0

cosn h
|2pf s0ð Þn

n!

XM
m¼1

m� 1ð ÞnHm fð Þ
" #

:

(24)

This shows how the general definition of the beampattern is

strongly related to the frequency-independent beampattern

of an Nth-order DMA.

Now, we define the error signal between the estimated

and desired signals at frequency f as

Eðf Þ ¼ Zðf Þ � X1ðf Þ ¼ hHðf Þyðf Þ � X1ðf Þ: (25)

The MSE is then

J h fð Þ½ � ¼ E jE fð Þj2
h i

¼ /X1
fð Þ þ hH fð ÞUy fð Þh fð Þ

� /X1
fð ÞhH fð Þd fð Þ � /X1

fð ÞdH fð Þh fð Þ

¼ /X1
fð Þvsd h fð Þ½ � þ

/V1
fð Þ

nnr h fð Þ½ �
¼ Jds h fð Þ½ � þ Jrs h fð Þ½ �; (26)

where

vsd h fð Þ½ �¼
E jhH fð Þx fð Þ�X1 fð Þj2
h i

/X1
fð Þ ¼jhH fð Þd fð Þ�1j2

(27)

is the speech distortion index (SDI),

nnr h fð Þ½ � ¼
/V1

fð Þ
hH fð ÞUv fð Þh fð Þ

¼ 1

hH fð ÞCv fð Þh fð Þ
(28)

is the noise reduction factor (NRF),

Jds hðf Þ½ � ¼ /X1
ðf Þvsd hðf Þ½ � (29)

is the MSE due to the speech distortion, and

Jrs h fð Þ½ � ¼
/V1

fð Þ
nnr h fð Þ½ � (30)

is the MSE due to the residual noise.

IV. CONVENTIONAL BEAMFORMING ALGORITHMS

One of the most well-known beamformers for noise

reduction is the minimum variance distortionless response

(MVDR), which is derived by minimizing hHðf ÞUyðf Þhðf Þ,
or hHðf ÞUvðf Þhðf Þ, or J½hðf Þ�, subject to the distortionless

constraint, i.e., hHðf Þdðf Þ ¼ 1 (Capon, 1969; Lacoss, 1971).

The solution is

hMVDR fð Þ¼
U�1

y fð Þd fð Þ
dH fð ÞU�1

y d fð Þ
¼ U�1

v fð Þd fð Þ
dH fð ÞU�1

v fð Þd fð Þ
: (31)

In the presence of the spherically isotropic noise, Eq.

(31) becomes the superdirective beamformer

hSMVDR fð Þ ¼ C�1
si fð Þd fð Þ

dH fð ÞC�1
si fð Þd fð Þ

; (32)

which corresponds to the hypercardioid of order M� 1

(Benesty and Chen, 2012). Notice that Eq. (31) is data depen-

dent while Eq. (32) is data independent. This indicates that

the former may perform better than the latter if the noise field

is not spherically isotropic and the statistics of the observa-

tion or noise signals can be estimated accurately.

It can be shown that (Uzkov, 1946)

2654 J. Acoust. Soc. Am. 143 (5), May 2018 Li et al.



lim
d!0
D hSMVDRðf Þ½ � ¼ M2: (33)

This large gain, though, comes at a price: white noise ampli-

fication. It is well known that W½hSMVDRðf Þ� may be much

smaller than 1, especially at low frequencies. In order to deal

with this problem, the authors in Cox et al. (1986) and Cox

et al. (1987) proposed a robust version of the superdirective

beamformer

hSMVDR;� fð Þ ¼ Csi fð Þ þ �IM½ ��1
d fð Þ

dH fð Þ Csi fð Þ þ �IM½ ��1
d fð Þ

; (34)

where � 	 0 is the regularization parameter. This parameter

tries to find a compromise between a supergain and white

noise amplification. A small value of � leads to a large DF

but a small WNG, while a large value of � gives a small DF

but a large WNG. It is clear that

lim
�!1
W hSMVDR;�ðf Þ
� �

¼ M: (35)

V. NS ALGORITHMS

In the approach developed in this section, we ignore

the distortionless constraint, which is used in the develop-

ment of the MVDR filter, for example, as shown in Sec. IV.

Instead, our focus is to constrain to have nulls in some spe-

cific directions and, at the same time, to make sure that the

output of the filter is close to the desired signal, which propa-

gates from the endfire direction.

A. NS in one direction

In the algorithm that we want to design, we desire to

have a null in the direction h1 6¼ 0. Now, our problem may

be stated as follows. We wish to minimize the MSE, J½hðf Þ�,
subject to a null in the direction h1. Mathematically, this is

equivalent to

min
hðf Þ

J hðf Þ½ � subject to dHðf ; h1Þhðf Þ ¼ 0; (36)

from which we derive the NS beamformer

hNS f ;h1ð Þ¼/X1
fð Þ IM�

U�1
y d f ;h1ð ÞdH f ;h1ð Þ

dH f ;h1ð ÞU�1
y d f ;h1ð Þ

" #
�U�1

y d fð Þ: (37)

We can express Eq. (37) as

hNSðf ; h1Þ ¼ Pyðf ; h1ÞhWðf Þ; (38)

where

Py f ; h1ð Þ ¼ IM �
U�1

y d f ; h1ð ÞdH f ; h1ð Þ
dH f ; h1ð ÞU�1

y d f ; h1ð Þ
(39)

is a projection matrix of rank M � 1 and

hWðf Þ ¼ /X1
ðf ÞU�1

y dðf Þ (40)

is the classical Wiener beamformer, which is obtained by

minimizing J½hðf Þ�.
Let us define

Cy fð Þ ¼
Uy fð Þ
/Y1

fð Þ ¼
iSNR fð Þ

1þ iSNR fð Þd fð ÞdH fð Þ

þ 1

1þ iSNR fð ÞCv fð Þ; (41)

where /Y1
ðf Þ ¼ E½jY1ðf Þj2� is the variance of Y1ðf Þ. Now,

Cyðf Þ depends on the input SNR and the pseudo-coherence

matrix of the noise. Hence, we can rewrite Eq. (37) as

hNSðf ; h1Þ ¼ HWðf ÞPyðf ; h1ÞC�1
y ðf Þdðf Þ; (42)

where

HW fð Þ ¼ iSNR fð Þ
1þ iSNR fð Þ (43)

is the single-channel Wiener gain.

In the presence of the spherically isotropic noise, Eq. (42)

becomes the superdirective null-steering (SNS) beamformer

hSNS f ; h1ð Þ ¼ HW fð Þ IM �
C�1

si;yd f ; h1ð ÞdH f ; h1ð Þ
dH f ; h1ð ÞC�1

si;yd f ; h1ð Þ

" #
� C�1

si;yd fð Þ; (44)

where

Csi;y fð Þ¼ iSNR fð Þ
1þ iSNR fð Þd fð ÞdH fð Þþ 1

1þ iSNR fð ÞCsi fð Þ:

(45)

Compared to hSMVDRðf ; h1Þ; hSNSðf ; h1Þ is partially data

dependent, since it depends on the input SNR. Nevertheless,

it is possible to plot the beampattern of hSNSðf ; h1Þ for differ-

ent fixed values of the input SNR. Notice that a robust ver-

sion of Eq. (44) is easily obtained by replacing Csi;yðf Þ with

Csi;yðf Þ þ �IM.

B. NS in multiple directions

Assume that we want N nulls in the N different direc-

tions h1 6¼ h2 6¼ � � � 6¼ hN 6¼ 0. In this case, we have N con-

straints of the form

dHðf ; hnÞhðf Þ ¼ 0; n ¼ 1; 2;…;N: (46)

Combining these constraints together, we get

Dðf ; hÞhðf Þ ¼ 0N�1; (47)

where

Dðf ; hÞ ¼

dHðf ; h1Þ
dHðf ; h2Þ

..

.

dHðf ; hNÞ

2666664

3777775 (48)
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is a matrix of size N�M and h is a vector containing all

the null information. Now, our optimization problem is as

follows:

min
hðf Þ

J hðf Þ½ � subject to Dðf ; hÞhðf Þ ¼ 0N�1: (49)

The solution is

hNSðf ; hÞ ¼ Pyðf ; hÞhWðf Þ; (50)

where

Pyðf ; hÞ ¼ IM �U�1
y ðf ÞDHðf ; hÞ

� Dðf ; hÞU�1
y ðf ÞDHðf ; hÞ

h i�1

Dðf ; hÞ (51)

is a projection matrix of rank M � N and hWðf Þ is defined in

Eq. (40). We see from Eq. (51) that we must have N � M. If

N¼M, we have hNSðf ; hÞ ¼ 0M�1, which should be avoided

in practice. Therefore, we should always take N<M, which

is the same condition to design an Nth-order DMA (Benesty

and Chen, 2012).

By following the same procedure of Sec. V A, we find

the SNS beamformer as

hSNSðf ; hÞ ¼ Psi;yðf ; hÞhSWðf Þ; (52)

where

Psi;yðf ;hÞ ¼ IM�C�1
si;yðf ÞDHðf ;hÞ

� Dðf ;hÞC�1
si;yðf ÞDHðf ;hÞ

h i�1

Dðf ;hÞ (53)

and

hSWðf Þ ¼ HWðf ÞC�1
si;yðf Þdðf Þ (54)

is the superdirective Wiener beamformer.

We conclude this subsection by proposing the following

beamformer:

haðf Þ ¼/X1
ðf Þ Uyðf Þþ aDHðf ;hÞDðf ;hÞ
h i�1

dðf Þ; (55)

where a 	 0 and

Uyðf Þ þ aDHðf ; hÞDðf ; hÞ
h i�1

¼ U�1
y ðf Þ �U�1

y ðf ÞDHðf ; hÞ

� a�1IN þ Dðf ; hÞU�1
y ðf ÞDHðf ; hÞ

h i�1

� Dðf ; hÞU�1
y ðf Þ; (56)

with IN being the N�N identity matrix. We see that for

a¼ 0 we get hWðf Þ and for a ¼ 1 we get hNSðf Þ.

C. Modified MSE criterion

In this subsection, we propose to use a more general

normalized MSE criterion

Jl h fð Þ½ � ¼ l fð Þ Jds h fð Þ½ �
/X1

fð Þ þ
Jrs h fð Þ½ �
/V1

fð Þ ; (57)

where lðf Þ 	 0. Now, by minimizing Jl½hðf Þ� subject to

Dðf ; hÞhðf Þ ¼ 0N�1, we deduce that

hNS;lðf ; hÞ ¼ lðf ÞPy;lðf ; hÞC�1
y;lðf Þdðf Þ; (58)

where

Py;lðf ;hÞ ¼ IM�C�1
y;lðf ÞDHðf ;hÞ

� Dðf ;hÞC�1
y;lðf ÞDHðf ;hÞ

h i�1

Dðf ;hÞ (59)

and

C�1
y;l fð Þ ¼C�1

v fð Þ� C�1
v fð Þd fð ÞdH fð ÞC�1

v fð Þ
l�1 fð ÞþdH fð ÞC�1

v fð Þd fð Þ
: (60)

It can be verified that for lðf Þ ¼ iSNRðf Þ, we have hNS;lðf ; hÞ
¼ hNSðf ; hÞ and a larger value of lðf Þ implies lesser distortion

to the desired signal.

D. Estimation of the input SNR

We assume that the noise field is spherically isotropic.

In this case, Cyðf Þ coincides with Csi;yðf Þ. Since yðf Þ is

observable, it is easy to estimate Cyðf Þ. We denote this esti-

mate by bCyðf Þ. By following the approaches developed in

Zelinski (1988), Meyer and Simmer (1997), McCowan and

Bourlard (2003), and Lefkimmiatis and Maragos (2007), we

can write the components of the matrix bCyðf Þ as

< bCy fð Þ
h i

ij

� �
¼

diSNR fð Þ
1þ diSNR fð Þ

< Di fð ÞD
j fð Þ
� �

þ 1

1þ diSNR fð Þ
Csi fð Þ½ �ij; (61)

= bCy fð Þ
h i

ij

� �
¼

diSNR fð Þ
1þ diSNR fð Þ

= Di fð ÞD
j fð Þ
� �

; (62)

for i 6¼ j; i; j ¼ 1; 2;…;M, where <½�� and =½�� denote the

real part and imaginary part operators, respectively, diSNRðf Þ
is the estimate of iSNRðf Þ, and Dmðf Þ is the mth element of

dðf Þ. We deduce from the previous expressions that

diSNR fð Þ ¼
< bCy fð Þ
h i

ij

� �
� Csi fð Þ½ �ij

< Di fð ÞD
j fð Þ
� �

�< bCy fð Þ
h i

ij

� � ; i 6¼ j;

(63)

and

diSNR fð Þ ¼
= bCy fð Þ
h i

ij

� �
= Di fð ÞD
j fð Þ
� ��= bCy fð Þ

h i
ij

� � ; i 6¼ j:

(64)
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To get a more reliable estimate, it is better to average Eqs. (63)

and (64) over all possible sensor combinations (Zelinski, 1988;

Meyer and Simmer, 1997; McCowan and Bourlard, 2003;

Lefkimmiatis and Maragos, 2007), resulting in the estimator

diSNR fð Þ ¼ 1

M M�1ð Þ

�
XM�1

i¼1

XM

j¼iþ1

< bCy fð Þ
h i

ij

� �
� Csi fð Þ½ �ij

< Di fð ÞD
j fð Þ
� �

�< bCy fð Þ
h i

ij

� �
þ 1

M M�1ð Þ

�
XM�1

i¼1

XM

j¼iþ1

= bCy fð Þ
h i

ij

� �
= Di fð ÞD
j fð Þ
� �

�= bCy fð Þ
h i

ij

� � :
(65)

VI. SIMULATIONS

In this section, simulations are carried out to evaluate

the performance of the developed NS beamforming algo-

rithms with the performance measures described in Sec. III.

A uniform linear microphone array is configured and the

spacing between two successive sensors is set to d ¼ 1:1 cm.

The steering angle is set to 0� (endfire direction). We con-

sider to design the first-, second-, and third-order supercardi-

oid patterns, which are given as follows (Benesty and Chen,

2012; Sena et al., 2012):

B1ðhÞ ¼ 0:414þ 0:586 cos h; (66)

B2ðhÞ ¼ 0:103þ 0:484 cos hþ 0:413 cos2 h; (67)

B3ðhÞ ¼ 0:022þ 0:217 cos hþ 0:475 cos2 h

þ 0:286 cos3 h: (68)

A. Performance of NS to one direction

Let us first consider the SNS beamformer given in Eq.

(44) with two microphones. We want to design a first-order

supercardioid pattern. According to Eq. (66), the single null

of the first-order supercardioid pattern is at h ¼ 135�, so the

SNS beamformer is designed accordingly. We investigate

three narrowband input SNR (i.e., the input SNR at the fre-

quency bin f) conditions: �10 dB, 0 dB, and 10 dB.

Figure 2 plots the beampatterns of the SNS beamformer

for the three studied input SNR conditions and at four differ-

ent frequencies. As seen, the beampatterns are almost fre-

quency invariant. When the input SNR is 10 dB, the designed

beampattern is almost identical to the theoretical pattern as

given in Eq. (66). As the input SNR decreases, the shape of

the designed beampattern is still frequency invariant and sim-

ilar to the theoretical first-order supercardioid, but the overall

gain decreases. The underlying reason is that no distortionless

constraint is applied to the look direction. Note, however,

that this gain attenuation does not introduce signal distortion

but purely a gain in signal level since the design beampattern

is invariant with frequency. In practice, a simple normaliza-

tion can help deal with this gain attenuation problem.

Figure 3 plots the DF, WNG, NRF, and SDI of the SNS

beamformer with respect to frequency at different SNR lev-

els. One can see that the SNS beamformer has a constant

DF, which is invariant with frequency and input SNR. With

two microphones, the DF is approximately 5.3 dB, which is

the same as the theoretical value of the DF of the first-order

supercardioid DMA. The WNG also does not change with

the input SNR. The value of WNG increases as frequency,

which is the same as the first-order supercardioid DMA

designed with either the traditional cascaded subtraction or

the null-constrained methods (Benesty and Chen, 2012). The

fact that both the DF and the WNG do not change with the

input SNR indicates that the SNS beamformer works as a

first-order DMA with the supercardioid pattern regardless of

what input SNR value is used. From Figs. 3(c) and 3(d), one

can see that both the SDI and the NRF increases as the SNR

decreases; so, more noise is reduced in a lower SNR condi-

tion, which is the same as the classical noise reduction tech-

niques (Benesty et al., 2009). Note that given an SNR level,

both the SDI and the NRF are constant over frequencies in

the studied frequency range. The fact that the SDI does not

vary with frequency corroborates with the observation that

the SNS beamformer does not introduce distortion to the sig-

nal from the look direction but purely an attenuation of the

signal level as long as the subband SNRs from different fre-

quency bands stay the same.

B. Performance of NS to multiple directions

Now, we evaluate the SNS beamformer with multiple

nulls, which was given in Eq. (50). We consider two cases:

(1) designing a second-order supercardioid pattern as given

in Eq. (67) with three microphones, and (2) designing a

third-order supercardioid pattern as given in Eq. (68) with

four microphones.

In the first scenario, the two nulls are at, respectively,

h1 ¼ 106� and h2 ¼ 153�. Again, we consider three narrow-

band input SNR conditions: �10 dB, 0 dB, and 10 dB, respec-

tively. The results are plotted in Figs. 4 and 5. Again, at 10-dB

input SNR, the designed beampattern is identical to the theoret-

ical pattern as given in Eq. (67). As the input SNR decreases,

there is a gain attenuation; but the shape of the designed beam-

pattern is similar to the theoretical second-order supercardioid

and is frequency invariant. We again, observe that both the

DF and the WNG are independent of the input SNR level and

are same as those of the second-order supercardioid DMA

designed by the traditional cascaded subtraction or the null-

constrained methods (Benesty and Chen, 2012).

In the second case, the three nulls are at, respectively,

h1 ¼ 98�; h2 ¼ 125�, and h3 ¼ 160�. The results for the sec-

ond case are plotted in Figs. 6 and 7. Similar observations to

the previous case can be made from the results.

C. Performance with the modified MSE criterion

In this subsection, we evaluate the NS beamformer

derived from the more general normalized MSE criterion
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FIG. 3. (Color online) Performance of

the SNS beamformer as a function of

frequency and with one null at

h ¼ 135�: (a) DF, (b) WNG, (c) noise

reduction factor, and (d) SDI. M¼ 2

and d ¼ 1:1 cm.

FIG. 2. (Color online) Beampatterns of

the SNS beamformer with one null at

h ¼ 135�. M¼ 2 and d ¼ 1:1 cm.
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FIG. 5. (Color online) Performance of

the SNS beamformer (with two nulls at

h1 ¼ 106� and h2 ¼ 153�), as a func-

tion of frequency: (a) DF, (b) WNG,

(c) noise reduction factor, and (d) SDI.

M¼ 3 and d ¼ 1:1 cm.

FIG. 4. (Color online) Beampatterns of

the SNS beamformer with two nulls at

h1 ¼ 106� and h2 ¼ 153�. M¼ 3 and

d ¼ 1:1 cm.

J. Acoust. Soc. Am. 143 (5), May 2018 Li et al. 2659



FIG. 6. (Color online) Beampatterns of

the SNS beamformer with three nulls at

h1 ¼ 98�; h2 ¼ 125�, and h3 ¼ 160�.
M¼ 4 and d ¼ 1:1 cm.

FIG. 7. (Color online) Performance of

the SNS beamformer (with three nulls at

h1 ¼ 98�; h2 ¼ 125�, and h3 ¼ 160�),
as a function of frequency: (a) DF, (b)

WNG, (c) noise reduction factor, and

(d) SDI. M¼ 4 and d ¼ 1:1 cm.
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given in Eq. (58). Note that this NS beamformer is indepen-

dent of the input SNR. We consider to design the first-order

supercardiod pattern as given in Eq. (66) with two micro-

phones. The results, as a function of the frequency and the

value of the parameter lðf Þ, are plotted in Fig. 8. As seen,

the DF is a constant and it does not change with either

frequency or the value of lðf Þ. The WNG decreases with fre-

quency, but at a given frequency, the WNG of this beam-

former does not vary with lðf Þ. Therefore, this beamformer

works as a DMA with the supercardiod pattern. According

to Eq. (57), there is a tradeoff between the NRF and the SDI

by setting different values of lðf Þ, which is verified from

Fig. 8. Generally, the larger the value of lðf Þ, the smaller are

the SDI and the NRF, which is, again, similar to the classical

noise reduction techniques. Note if we set lðf Þ ¼ iSNR, the

NS algorithm under the normalized MSE criterion degener-

ates to the NS beamformer derived from the MSE criterion.

However, with the normalized MSE criterion, the NS

beamformer does not depend on the input SNR. Therefore,

normalization is not needed to deal with the gain attenuation

problem.

VII. EXPERIMENTS

To further validate the developed NS beamforming

algorithms, we carried out some experiments. A microphone

array is designed and fabricated, which consists of eight

electret microphones. The spacing between two neighboring

microphones is 1.15 cm. The microphone outputs are passed

through a preamplifier that has an adjustable gain of 26–36 dB

and a low-pass filter with a cutoff frequency of 8 kHz. The sig-

nals are then fed to a 24-bit analog-to-digital converter (ADC)

with a sampling rate of 16 kHz and the digitized signals are

subsequently passed on to a TI floating-point digital signal

FIG. 8. (Color online) Performance of the SNS beamformer derived in Eq. (58) as a function of frequency and the parameter lðf Þ, and with one null at

h ¼ 135�. M¼ 2 and d ¼ 1:1 cm.

FIG. 9. (Color online) A photo of the designed eight-microphone array.
FIG. 10. (Color online) The experimental setup for measuring the real

beampatterns.
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processor (TMS320C6726, Texas Instruments, Dallas, TX)

for processing. A photo of the designed microphone array is

shown in Fig. 9.

The null beamforming algorithms were implemented

using the framework presented in Benesty and Chen (2012)

and Chen et al. (2014). The eight-channel microphone signals

are partitioned into short frames with a frame length of 8 ms

and each frame is transformed into the STFT domain using

the fast Fourier transform (FFT) with a length of 128. In each

STFT subband, NS beamformers are designed and applied.

The subband beamforming outputs are then transformed into

the time domain to produce the broadband beamforming out-

put using the inverse fast Fourier transform (IFFT). To avoid

aliasing, the overlap add technique is used, where the overlap

factor is 75%.

To measure the real beampatterns, the microphone array is

placed on a rotating platform in the anechoic chamber at the

Center of Intelligent Acoustic and Immersive Communication,

Northwestern Polytechnic University. The chamber is 11.8 m

long� 4.2 m wide� 3.8 m high. The rotating platform is placed

in the center of the floating floor of the chamber, as shown in

Fig. 10. To simulate a source, a loudspeaker is placed on the

same horizontal plane as the microphone array. The distance

between the loudspeaker and the center of the array is 1 m. The

loudspeaker is configured to play back a narrowband sinusoidal

signal with a specified frequency for 5 s and then it keeps

silence for 2 s. This process is repeated till the measurement

is completed. The rotating platform is configured to rotate the

microphone array clockwise with respect to the array center

from 0� to 360� with an increment of 5�. The array stays at

every direction for 5 s before moving to the next direction. The

rotating platform is strictly synchronized with the loudspeaker

signal so that the platform rotation noise only happens during

loudspeaker silence periods and does not affect the perfor-

mance measurement. The beampattern is finally obtained by

computing the array again at different angles based on the loud-

speaker signal and the array beamforming output.

We measured the beampatterns for different orders of

NS beamformers at various frequencies and report only a

few cases in this section. In the first experiment, we consider

the design of a cardioid pattern using two microphones, where

there is one null at 180�. Both the designed (theoretical) and

measured beampatterns at 2.1 kHz are plotted in Fig. 11. In

general, the measured beampattern is close to the designed

beampattern, but there are some discrepancies: (1) the null of

the measured beampattern is slightly away from 180�, and (2)

the null of the measured beampattern is not as deep as that in

the designed beampattern. The underlying major reasons could

be as follows. First, to make the processing delay small for

real-time communication, we used a 128-point frame length

FIG. 11. (Color online) Designed and

measured beampatterns of the NS

beamformer with one null at h ¼ 180�.
M¼ 2, d ¼ 1:15 cm, and f¼ 2.1 kHz.

FIG. 12. (Color online) Designed and

measured beampatterns of the NS

beamformer with one null at h ¼ 135�.
M¼ 2, d ¼ 1:15 cm, and f¼ 1.1 kHz.

2662 J. Acoust. Soc. Am. 143 (5), May 2018 Li et al.



and FFT. So, each STFT band is not a single frequency, but

has a bandwidth of 123 Hz. Second, we used a loudspeaker to

simulate the source. The size of the loudspeaker is approxi-

mately 10 cm wide and 12 cm high, which is not a point source

as assumed in the theoretical model. Third, there is some mis-

match between the microphone frequency responses (within 2

B in our experiments). Finally, the measurements were made

every 5�. Nevertheless, even with the aforementioned reasons,

the difference between the designed and measured beampat-

terns is negligible. The directivity index (DI), i.e., DF

expressed in a dB scale, of the designed cardioid beampattern

is 4.2 dB. The DI of the measured beampattern is 4.9 dB,

which again indicates that the measured beampattern is similar

to the designed one.

Note that the DI value computed from the measured

beampattern is slightly higher than its theoretical counter-

parts. The reason could be that the measurements were made

every 5�, which may lead to some error in computing the DI.

We are working to get a rotating platform that can enable

finer measurements at every 1�.
In the second experiment, we consider to design a super-

cardioid pattern using two microphones, which has a null at

135�. Figures 12 and 13 plot the designed and measured beam-

patterns at, respectively, 1.1 kHz and 2.1 kHz. Again, one can

see that the measured beampatterns are close to the designed

ones even though there exists some discrepancy. The DI for

the designed supercardioid is 4.6 dB, while the DI of the mea-

sured beampatterns at 1.1 kHz and 2.1 kHz are, respectively,

5.2 dB and 5.3 dB, which, again, indicates that the measured

beampattern is similar to the designed beampattern.

In the last experiment, we present the design of a second-

order cardioid pattern using three microphones, which has two

nulls, one at 120� and the other at 180�. Figure 14 plots the

designed and measured beampatterns at 2.1 kHz. One can see

that there are two nulls appearing in the measured beampattern

at 120� and 180�, but the nulls are not as deep as those in the

designed beampattern. Again, this happens mainly due to the

short FFT length, the size of the loudspeaker, and the mis-

match between sensors. The DI for the designed beampattern

is 6.6 dB, and that for the measured beampattern is 6.8 dB.

The two DI values agree fairly well.

VIII. CONCLUSIONS

In this paper, we developed a NS approach to beamform-

ing with small-spacing uniform linear microphone arrays.

Two criteria were defined, i.e., the MSE criterion and the nor-

malized MSE criterion. Under the MSE criterion, we derived

two NS algorithms, one considering only a null in one direc-

tion and the other considering nulls in multiple directions.

Similarly, two NS algorithms were developed with the nor-

malized MSE criterion. These algorithms can be used to

FIG. 13. (Color online) Designed and

measured beampatterns of the NS

beamformer with one null at h ¼ 135�.
M¼ 2, d ¼ 1:15 cm, and f¼ 2.1 kHz.

FIG. 14. (Color online) Designed and

measured beampatterns of the NS

beamformer with two nulls at, respec-

tively, h1 ¼ 120� and h2 ¼ 180�.
M¼ 3, d ¼ 1:15 cm, and f¼ 2.1 kHz.
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design either fixed or adaptive beamformers. To design fixed

beamformers, the resulting beamformers work like DMAs as

they exhibit frequency-invariant beampatterns. To design

adaptive beamformers, the resulting beamformers can be

viewed as a combination of DMAs and single-channel noise

reduction since they do not only exhibit frequency-invariant

beampatterns but also can achieve noise reduction and com-

promise between noise reduction and speech distortion. The

algorithms with the MSE criterion are a function of the nar-

rowband input SNR, therefore, a normalization procedure

may be needed in order to keep the desired signal from the

look direction not attenuated. In comparison, the NS algo-

rithm derived from the normalized MSE criterion is indepen-

dent of the input SNR and as a result there will be no signal

attenuation at the look direction. Simulations and experi-

ments were carried out and the results validated the deduced

algorithms.
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