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Abstract—Acoustic source localization (ASL) is a fundamen-
tal yet still challenging signal processing problem in sound ac-
quisition, speech communication, and human–machine interfaces.
Many ASL algorithms have been developed, such as the steered
response power (SRP), the SRP-phase transform, the minimum
variance distortionless response, the multiple signal classification
(MUSIC), the householder transform-based methods, to name but
a few. Most of those algorithms require hundreds or even thousands
of snapshots to produce one reliable estimate, which make them
difficult to track moving sources. Moreover, not much efforts have
been reported in the literature to show the intrinsic relationships
among those methods. This paper deals with the ASL problem with
its focal point placed on how to achieve ASL with a short frame of
acoustic signal (corresponding to a single snapshot in the frequency
domain). It reformulates the ASL problem from the perspective of
geometric projection. Four types of power functions are proposed,
leading to several different algorithms for ASL. By analyzing those
power functions, we show the equivalence between the popularly
used conventional algorithms and our methods, which provides
some new insights into the conventional algorithms. The relation-
ships among different algorithms are discussed, which make it easy
to comprehend the pros and cons of each of those methods. Exper-
iments in real acoustic environments corroborate the theoretical
analysis, which in turn justifies the contribution of this paper.

Index Terms—Acoustic source localization, projection, steered
response power, phase transform, householder transform, min-
imum variance distortionless response (MVDR), multiple signal
classification (MUSIC).
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I. INTRODUCTION

ACOUSTIC source localization (ASL) is a problem of es-
timating the position of radiating acoustic sources using

temporal and spatial information provided by an array of micro-
phones. It can either serve as an independent processor or as a
first step for subsequent processing such as speech enhancement,
beamforming, source separation in a large range of practical sys-
tems including smartspeakers, smart home systems, teleconfer-
encing, camera surveillance, etc. [1]–[13]. Many methods have
been developed over the last few decades, which can be divided
into two main categories depending on how the source position
is determined, i.e., two-step and single-step approaches. In the
two-step approaches, the time-difference-of-arrival (TDOA) in-
formation among different pairs of microphone is first estimated.
The position of a source of interest is then determined by virtue
of triangulation or geometrical intersections [14]–[17]. In this
class of techniques, the localization performance depends highly
on the accuracy and robustness of TDOA estimation, which is
challenging in the presence of strong reverberation and noise
[18]. In comparison, the single-step approaches obtain directly
the source location by searching the extremum value of a cost
function defined from the microphone array outputs in either a
two-dimensional (2D) or a three-dimensional (3D) grid.

In the single-step approaches, the most critical issue is the
definition or selection of a cost function, which can produce an
extremum (generally maximum) value at the grid coordinates
corresponding to the source position. Many efforts have been
devoted to this issue in the literature and a number of cost func-
tions have been defined. The most popular one is the steered
response power (SRP), which is essentially a delay-and-sum
beamformer [19]. This method, however, suffers from a few
drawbacks, the principal of which are its sensitivity to rever-
beration and low spatial resolution. An improved version of
SRP based on the so-called phase transform (PHAT) is then de-
veloped, which is equivalent to forming the SRP cost function
using the prewhitened array signals [20]–[24]. Both SRP and
SRP-PHAT are fixed beamformers, which do not consider the
characteristics or statistics of the application noise field and,
therefore, are in general suboptimal in terms of localization
performance. One way to improve the ASL performance is to
take into consideration the noise statistics in constructing the
cost function, leading to the minimum variance distortionless
response (MVDR) based method [25], [26], which has higher
resolution and better performance than the traditional SRP or
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SRP-PHAT as long as the noise statistics are given or estimated
accurately. Also, the multiple signal classification (MUSIC)
method is another high resolution method which is based on the
eigen subspace decomposition [27]–[29]. Finally, the House-
holder transform based technique was developed recently and it
was shown to be more accurate and robust than the conventional
methods if the algorithmic parameters are properly set [30], [31].

Although much effort has been devoted to it, ASL in practi-
cal environments remains a challenging problem. Particularly,
the existing single-step ASL approaches generally require many
(hundreds or even thousands of) signal samples to produce one
reliable estimate, which make them not effective in dealing
with moving sources. Also, not much work has been done to
study the major difference and relationship among different al-
gorithms, preventing us from comprehending the pros and cons
of each algorithm. This paper is devoted to the ASL problem,
with its focal point being on ASL with a short frame of signals,
which corresponds to a single-snapshot source localization in
the frequency domain. We present a single-step ASL theoretical
framework from the perspective of geometric projection, based
on which four types of narrowband power functions and three
broadband fusion functions are proposed, which lead to sev-
eral different ASL algorithms. The relationship and difference
among different algorithms will be discussed.

The rest of this paper is organized as follows. In Section II,
we present the signal model and the ASL problem formulation.
Section III introduces the general concept of geometric projec-
tion and then discusses how to project the received signal vector
onto a hypothesized steering vector for ASL using geometric
projection. Section IV presents a frequency-domain single-
snapshot ASL method based on the geometric projection, where
we introduce four narrowband power functions and three differ-
ent fusion methods for broadband signals. Section V deduces
several ASL algorithms based on the four narrowband power
functions, including the conventional SRP, SRP-PHAT, MVDR,
MUSIC, and the Householder transform based techniques. We
also study the relationships among different algorithms. In
Section VI, we present some experiments to validate the
theoretical analysis. Finally, some conclusions are drawn in
Section VII.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Consider an array consisting of M omnidirectional micro-
phones, placed in a certain geometry in a three dimensional
space, as shown in Fig. 1. Let rs ∈ R3 and rm ∈ R3 denote, re-
spectively, the acoustic source location and the mth microphone
location.

Let us first consider that the environment is free of reverber-
ation and let us choose the first microphone as the reference.
The output signal of the mth microphone at the time index t can
then be expressed as [2]

ym (t) = xm (t) + vm (t)

= x1 [t − τm1(rs)] + vm (t) , m = 1, 2, . . . ,M, (1)

where xm (t) and vm (t) are, respectively, the (zero-mean)
signal of interest and (zero-mean) additive noise at the mth

Fig. 1. Illustration of the ASL problem with microphone arrays, where rm ,
rs , and r denote, respectively, the mth microphone location, the acoustic source
location, and a hypothesized location.

microphone,

τm1(rs)
�
=

‖rs − rm‖ − ‖rs − r1‖
c

(2)

is the relative time delay between microphone m and 1, with ‖·‖
denoting the Euclidean norm, and c being the speed of sound
in the air. Note that for clarity of exposition, we have neglected
the propagation attenuation and multipath effects in the signal
model in (1). But we will consider those effects in experiments
in Section VI. If the reader is interested in the signal models that
consider delay, attenuation, and multipath effects, please refer
to [32].

In the frequency domain, the signal model given in (1) can be
rewritten as

Ym (f) = Xm (f) + Vm (f)

= e−j2πf τm 1 (rs )X1 (f) + Vm (f) , m = 1, 2, . . . ,M,
(3)

where f denotes the frequency, Ym (f), Xm (f), and Vm (f)
are the frequency-domain representations of ym (t), xm (t), and
vm (t), respectively, and j is the imaginary unit with j2 = −1.

Stacking the M frequency-domain microphone signals in a
vector form, we obtain [32]

y (f) = x (f) + v (f)

= d (f, rs) X1 (f) + v (f) , (4)

where

y (f)
�
=

[
Y1 (f) Y2 (f) · · · YM (f)

]T
,

x (f)
�
=

[
X1 (f) X2 (f) · · · XM (f)

]T
,

v (f)
�
=

[
V1 (f) V2 (f) · · · VM (f)

]T
,
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Fig. 2. Illustration of the projection of the vector b onto the vector a where
pa (b) is the projection vector and θa ,b is the angle between b and a.

the superscript T is the transpose operator, and

d (f, rs)
�
=

[
1 e−j2πf τ2 1 (rs ) · · · e−j2πf τM 1 (rs )

]T
(5)

is the signal propagation vector due to the source at rs .
If we define a power function P(r) for any hypothesized

position r, the ASL problem is generally formulated as one of
searching the maximum value of P(r) over a specified spatial
grid, i.e.,

r̂s = arg max
r

P(r). (6)

III. GEOMETRIC PROJECTION IN HIGH-DIMENSIONAL SPACE

In this section, we first describe the general concept of geo-
metric projection in a high dimensional space, then discuss the
geometric projection of a received signal vector onto a hypoth-
esized steering vector for the ASL problem, which forms the
basis for the presented ASL methods.

A. Notation and Definitions

Let a = [a1 a2 · · · aM ]T and b = [b1 b2 · · · bM ]T be two
vectors in the M dimensional space CM , as shown in Fig. 2.
The inner product of b and a is

〈b,a〉 �
=

M∑

m=1

b∗m am = bH a, (7)

where superscript ∗ and H denote complex conjugation and
conjugate-transpose operator, respectively. The two vectors are
orthogonal if their inner product is zero. The norm (length) of a
vector is defined as

‖a‖ =
√
〈a,a〉 =

√
aH a. (8)

The projection of b onto a, which is denoted by pa(b), is
defined as

pa(b)
�
=

< b,a >

‖a‖2 a =
bH a

‖a‖2 a. (9)

The angle between b and a, i.e., θa,b , is defined as

cos2 θa,b
�
=

|< b,a >|2
‖b‖2 ‖a‖2 =

∣
∣bH a

∣
∣2

‖b‖2 ‖a‖2 (10)

and, obviously,

‖pa(b)‖ � ‖b‖ ,

cos2 θa,b � 1,

where equalities hold if and only if b and a are collinear.

B. Geometric Projection of the Received Signal Vector Onto a
Hypothesized Steering Vector

Let r be a hypothesized position, we can define the steering
vector corresponding to the hypothesized position as

d (f, r)
�
=

[
1 e−j2πf τ2 1 (r) · · · e−j2πf τM 1 (r)

]T
. (11)

To simplify the notation, in the rest of the paper, y (f), x (f),
v (f), d (f, rs), and d (f, r) are written as y, x, v, ds , and d,
respectively.

The projection of the received signal vector y onto the hy-
pothesized steering vector d is

pd(y) =
yH d

‖d‖2 d. (12)

Since ‖d‖2 = M , the square norm of pd(y) is

‖pd(y)‖2 =
1

‖d‖4 (dyH d)H (dyH d)

=
1

‖d‖4 dH ydH dyH d

=
1
M

dH yyH d. (13)

From (9), (10) and (13), we also have

cos2 θd,y =
dH yyH d

M ‖y‖2 =
‖pd(y)‖2

‖y‖2 . (14)

IV. FREQUENCY-DOMAIN SINGLE SNAPSHOT ASL BASED ON

GEOMETRIC PROJECTION

In this section, we first present the principle of ASL based on
geometric projection. We then define four narrowband power
functions and give some fusion methods for broadband ASL.

For the ASL problem, we make the following two assump-
tions.

� The clean signal x and the noise signal v are assumed to
be independent.

� The noise signal v is spatially white with zero mean and
covariance matrix σ2IM , where IM is the M × M identity
matrix.

Based on the aforementioned assumptions, we have

E
[
‖pd(y)‖2

]
= E

[
‖pd(x)‖2

]
+ σ2IM , (15)

where E[·] denotes mathematical expectation.
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From (15), it can be found that the norm of the projection

vector pd(y) increases as d approaches ds and E
[
‖pd(y)‖2

]

reaches its maximum when r = rs . As a result, the ASL problem
can be written as

r̂s = arg max
r

E
[
‖pd(y)‖2

]
. (16)

A. Narrowband Power Functions Based on the Geometric
Projection

According to (6), a critical issue of ASL is to define a proper
form of the power functionP(r). Based on the geometric projec-
tion given in (16), we can now define the following narrowband
power functions.

1) Power Function-I. P1(r, f): The first narrowband power
function from ‖pd(y)‖2 is defined as

P1(r, f) = M ‖pd(y)‖2 = dH yyH d. (17)

2) Power Function-II. P2(r, f): Let us consider a normal-
ized form of y as

ȳ
�
=

[
Y1
|Y1 |

Y2
|Y2 | · · · YM

|YM |
]T

= Φy, (18)

where Φ = diag ( 1
|Y1 | ,

1
|Y2 | , . . . , 1

|YM | ) is an M × M di-
agonal matrix. Then, the second narrowband power function
from ‖pd(ȳ)‖2 can be defined as

P2(r, f) = M ‖pd(ȳ)‖2 = dH ΦyyH ΦH d, (19)

where pd(ȳ) is the projection of the normalized signal vector ȳ
onto the hypothesized steering vector d.

3) Power Function-III. P3(r, f): The third narrowband
power function is defined as

P3(r, f) = ‖pd(y)‖β = M− β
2 [P1(r, f)]

β
2 , (20)

where β is a positive real number.
4) Power Function-IV. P4(r, f): Based on (14), it can also

be checked that cos2 θd,y increases as d approaches y. Conse-
quently, we can define the fourth narrowband power function
from cos2 θd,y as

P4(r, f) = M cos2 θd,y =
dH yyH d

‖y‖2 =
P1(r, f)
‖y‖2 . (21)

For the special case |Y1 | = |Y2 | = · · · = |YM | = 1√
M

‖y‖, we
have

P2(r, f) = M

∥
∥
∥
∥pd

(
y
|Y1 |

)∥
∥
∥
∥

2

= dH

(
y
|Y1 |

)(
y
|Y1 |

)H

d

=
dH yyH d
|Y1 |2 = M

dH yyH d

‖y‖2

= MP4(r, f). (22)

B. Fusion Methods for Broadband Sources

In the broadband situation, we need to fuse the narrowband
power functions in IV-A across different frequency bands. We
consider the following three types of fusion methods.

1) Arithmetic Fusion: The arithmetic fusion method simply
sums the narrowband power functions across all the frequency
bins in the frequency range of interest, i.e.,

PA(r)
�
=

f2∑

f =f1

P(r, f), (23)

where f1 and f2 are, respectively, the lower and upper cutoff fre-
quencies of the frequency band of interest. From (15) and (17),
one can expect that the ASL performance based on function-I
using arithmetic fusion method is robust to white noise.

2) Geometric Fusion: The geometric fusion can be written
as [26]

PG(r)
�
= e

∑ f 2
f = f 1

ln P(r,f ) =
f2∏

f =f1

P(r, f). (24)

LetPn−G(r), n = 1, 2, 3, 4 denote the geometric fusion using
the narrowband power functions I, II, III, IV, respectively. Then
we can obtain

P3−G(r) =
f2∏

f =f1

M− β
2 [P1(r, f)]

β
2

= M− β F
2

⎡

⎣
f2∏

f =f1

P1(r, f)

⎤

⎦

β
2

= M− β F
2 [P1−G(r)]

β
2 (25)

where F is the total number of frequency bands, and

P4−G(r) =
f2∏

f =f1

P1(r, f)
‖y‖2 =

⎛

⎝
f2∏

f =f1

1
‖y‖2

⎞

⎠
f2∏

f =f1

P1(r, f)

=

⎛

⎝
f2∏

f =f1

1
‖y‖2

⎞

⎠P1−G(r). (26)

From (25) and (26), one can see that the terms M− β F
2 and∏f2

f =f1

1
‖y‖2 are independent of r. So, the geometric fusion func-

tions defined from power functions I, III and IV, i.e., P1−G(r),
P3−G(r) and P4−G(r) are equivalent up to a scale.

3) Normalized Fusion: The normalized fusion across differ-
ent frequencies is

PN(r)
�
=

f2∑

f =f1

P(r, f)
maxr P(r, f)

. (27)

Let Pn−N(r), n = 1, 2, 3, 4 denote the normalized fusion us-
ing the narrowband power functions I, II, III, IV, respectively.
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Then the normalized fusion P1−N is

P1−N(r, f) =
f2∑

f =f1

P1(r, f)
maxr P1(r, f)

=
f2∑

f =f1

‖pd (y)‖2

‖y‖2

maxr
‖pd (y)‖2

‖y‖2

=
f2∑

f =f1

cos2 θd,y

maxr cos2 θd,y

=
f2∑

f =f1

P4(r, f)
maxr P4(r, f)

. (28)

The normalized fusion P4−N is

P4−N(r, f) =
f2∑

f =f1

P4(r, f)
maxr P4(r, f)

. (29)

From (28) and (29), we see that the normalized power functions
P1−N(r, f) and P4−N(r, f) are equivalent, both of which are
based on P4(r, f).

C. Estimated Source Position

At last, based on the fusion power functions defined in IV-B,
ASL can be achieved by searching the maximum of PFusion
(including PA , PG , and PN ) over a predefined spatial grid, i.e.,

r̂s = arg max
r

PFusion(r). (30)

V. ASL ALGORITHMS BASED ON THE FOUR TYPES OF

POWER FUNCTIONS FROM THE PERSPECTIVE OF

GEOMETRIC PROJECTION

We presented four types of power functions from the per-
spective of geometric projection in Section IV. In this part, we
will deduce different ASL algorithms based on those power
functions, including: SRP, SRP-PHAT, Householder transform
based methods, pseudo MUSIC, and pseudo MVDR. For each
method, we will first demonstrate the power function, then ex-
plain its geometric meaning from the perspective of geometric
projection. Note that we focus on the single snapshot (in the
frequency domain) and the single source case in this section.

A. SRP

Power Function: The SRP can be computed by summing the
cross-correlation function for all possible pairs of the set of
microphones. The power function of the SRP method is given
by

PSRP(r, f) =
M∑

m=1

M∑

l=1

Ym Y ∗
l ej2πf τm l (r) , (31)

where τml(r) = τm1(r) − τl1(r).
Geometric Meaning: It can be shown that the SRP method

is equivalent to the power function-I defined in (17), which is

based on the projection of the received signal vector y onto the
hypothesized steering vector d. We have

PSRP(r, f) = P1(r, f) = M ‖pd(y)‖2 = dH yyH d. (32)

Proof: Using the definitions of d and y, we get the following
result:

‖pd(y)‖2 =
1
M

dH yyH d

=
1
M

M∑

m=1

M∑

l=1

Ym Y ∗
l ej2πf τm l (r) . (33)

It follows immediately that

P1(r, f) = M ‖pd(y)‖2

=
M∑

m=1

M∑

l=1

Ym Y ∗
l ej2πf τm l (r)

= PSRP(r, f), (34)

which proves the equivalence between SRP and the power
function-I.

B. SRP-PHAT

Power Function: The power function of the SRP-PHAT
method is given by

PSRP−PHAT(r, f) =
M∑

m=1

M∑

l=1

Ym Y ∗
l

|Ym Y ∗
l |

ej2πf τm l (r) . (35)

Geometric Meaning: It can be shown that the SRP-PHAT
method is equivalent to the power function-II defined in (19),
which is based on the projection of the normalized received
signal ȳ onto the hypothesized steering vector d. We have

PSRP−PHAT(r, f) = P2(r, f) = M ‖pd(ȳ)‖2 . (36)

Proof: With the definitions of d and ȳ, we have

‖pd(ȳ)‖2 =
1
M

dH ȳȳH d

=
1
M

dH ΦyyH ΦH d

=
1
M

M∑

m=1

M∑

l=1

Ym Y ∗
l

|Ym Y ∗
l |

ej2πf τm l (r) . (37)

Then, the power function-II is

P2(r, f) = M ‖pd(ȳ)‖2

=
M∑

m=1

M∑

l=1

Ym Y ∗
l

|Ym Y ∗
l |

ej2πf τm l (r)

= PSRP−PHAT(r, f), (38)

which proves the equivalence between the SRP-PHAT and the
power function-II.
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C. Householder Transformation Based Method

Power Function: The Householder transformation can trans-
form any given vector into a new vector, which is proportional
to a unit vector. Mathematically, we define the Householder
transformation matrix T (f, r) (written as T) associated with
the hypothesized steering vector d as [30]

T
�
= IM − 2

bH b
bbH , (39)

where

b
�
= d +

√
M i1 (40)

and i1
�
=

[
1 0 · · · 0

]T
is the first column of IM . It can be

checked that T is Hermitian and unitary, i.e., TH = T and
TTH = IM . It is easy to verify that −1√

M
Td = i1 ,

which means that the Householder transformation projects
the vector d into a unit vector. Left-multiplying both sides of
(4) by −T/

√
M , we get

−1√
M

Ty = y′ =
[

Y ′
1

y′
2

]
=

[
X ′

1
x′

2

]
+

[
V ′

1
v′

2

]
. (41)

When r = rs , (41) becomes

−1√
M

Ty =
[

Y ′
1

y2
′

]
=

[
X1
0

]
+

[
V ′

1
v2

′

]
. (42)

We see how the Householder transformation yields a clear noise
reference signal. Indeed, Y1

′ = X1 + V1
′ is the sum of the de-

sired signal and noise, while the (M − 1)-dimensional vector
y2

′ = v2
′ contains noise only if there is no reverberation.

From (41) and (42), the power function based on Householder
transformation for any hypothesized location r can be defined
as [31]

PHT(r, f) = |Y ′
1 |β , (43)

with β being a positive real number.
Geometric Meaning: It can be shown that the Householder

transformation method is equivalent to the power function-III,
which is also based on the projection of the received signal y
onto hypothesized steering vector d, i.e.,

PHT(r, f) = M− β
2 ‖pd(y)‖β = M− β

2 P3(r, f). (44)

If β = 2, the Householder transformation method is equivalent
to the SRP method up to a scale, i.e.,

PHT(r, f) = M−2PSRP(r, f). (45)

Proof: Figure 3 illustrates the geometric meaning based on
the Householder transformation matrix T (a mirror reflection
transform by a hyperplane u), which reflects the hypothesized
steering vector d onto the coordinate axis. As can be seen in
Fig. 3, d is transformed to d′′, which lies in the y1 direction (y1

is an M × 1 dimensional vector and y1 =
[
Y1 0 · · · 0

]T
), and

y is transformed to y′′ = Ty
�
=

[
Y ′′

1 Y ′′
2 · · · Y ′′

M

]T
without

changing its norm. Based on the unitarity of the Householder
transformation and the geometric relationship shown in Fig. 3,

Fig. 3. Illustration of the Householder transformation from a projection per-
spective, where T is the Householder transformation matrix, u is the hyperplane
associated with the vector d. Based on the Householder transformation, d is
transformed to d′′, and y is transformed to y′′.

we can get

|Y ′′
1 | = ‖pd ′′ (y′′)‖ = ‖pd(y)‖ , (46)

where pd ′′ (y′′) is the projection of y′′ onto d′′, and pd(y) is the
projection of y onto d.

From (43) and (46), we get

PHT(r, f) = |Y ′
1 |β = M− β

2 |Y ′′
1 |β

= M− β
2 ‖pd ′′ (y′′)‖β

= M− β
2 ‖pd(y)‖β

= M−β
[
M ‖pd(y)‖2

] β
2

. (47)

From (17), (20) and (47), we obtain the relationship between
PHT(r, f) and power function-I and III:

PHT(r, f) = M−β [P1(r, f)]
β
2 = M− β

2 P3(r, f). (48)

For β = 2, we have

PHT(r, f) = M−2P1(r, f) = M−2PSRP(r, f), (49)

which gives the relationship between the Householder transfor-
mation based method and the SRP method.

D. Pseudo MUSIC

Power Function: The MUSIC method, which is based on the
eigen subspace decomposition, is popularly used to estimate
DOA. Here, we can also define a power function for single
snapshot ASL, similar to the MUSIC approach, leading to the
pseudo MUSIC (PMUSIC).

Let us first apply the singular value decomposition to yyH ,
i.e.,

yyH = UΣUH , (50)

where Σ = diag
(
σ1 , 0, . . . , 0

)
is an M × M diagonal ma-

trix and U =
[
u1 u2 · · · uM

]
is the M × M matrix consist-

ing of the corresponding eigenvectors which are orthogonal with
each other, with ‖um‖ = 1, m = 1, 2, . . . ,M .
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Then, we can define the power functions of PMUSIC as

PPMUSIC−S(r, f) = dH u1uH
1 d (51)

or

PPMUSIC−N(r, f) =
1

dH UNUH
N d

, (52)

where UN =
[
u2 u3 · · · uM

]
.

Geometric Meaning: PPMUSIC−S is based on the projection
of the eigenvector u1 onto the hypothesized steering vector d,
while PPMUSIC−N is based on the sum of the projections of
the eigenvectors um onto the hypothesized steering vector d.
Both PPMUSIC−S and PPMUSIC−N are equivalent to the power
function-IV defined in (21), which is based on the angle θd,y

between y and d. Specifically,

PPMUSIC−S(r, f) = M ‖pd(u1)‖2 = P4(r, f),

PPMUSIC−N(r, f) =
1

M
∑M

i=2 ‖pd(ui)‖2

=
1

M − P4(r, f)
. (53)

Proof: Let θd,um
be the angle between the eigenvector um

and the hypothesized steering vector d, and pd(um ) be the
projection of um onto d. Since um , m = 1, 2, . . . ,M , are or-
thogonal with each other, it can be verified from (13) and (14)
that

M∑

m=1

cos2 θd,um
= 1 (54)

and

M∑

m=1

‖pd(um )‖2 =
M∑

m=1

‖um‖2 cos2 θd,um
= 1. (55)

The first column of U, denoted by u1 , is the eigenvector cor-
responding to the maximum eigenvalue, and it can be verified
that u1 is in the same direction as y and

u1uH
1 =

yyH

‖y‖2 . (56)

Let pd(u1) be the projection of the eigenvector u1 onto the
hypothesized steering vector d. We have

‖pd(u1)‖2 =
1
M

dH u1uH
1 d =

1
M

dH yyH

‖y‖2 d

=
‖pd(y)‖2

‖y‖2 = cos2 θd,y , (57)

where θd,y is the angle between y and d. So the PMUSIC power
function from the eigenvector u1 is

PPMUSIC−S(r, f) = dH u1uH
1 d = M ‖pd(u1)‖2

= M cos2 θd,y = P4(r, f). (58)

The projection of an eigenvector um onto the hypothesized
steering vector d is

pd(um ) =
uH

md

‖d‖2 d. (59)

Then, we have

‖pd(um )‖2 =
1
M

dH umuH
md (60)

and

M∑

i=2

‖pd(ui)‖2 =
1
M

dH UNUH
N d. (61)

From (55) and (59), we also get

M∑

m=1

‖pd(um )‖2 = ‖pd(u1)‖2 +
M∑

i=2

‖pd(ui)‖2 = 1. (62)

So the PMUSIC power function from the eigenvectors um is

PPMUSIC−N(r, f) =
1

dH UNUH
N d

=
1

M
∑M

i=2 ‖pd(ui)‖2

=
1

M − M‖pd(u1)‖2

=
1

M − P4(r, f)
. (63)

E. Pseudo MVDR

Power Function: The power function of the MVDR localiza-
tion method is defined as the SRP with the MVDR beamformer:

PMVDR−M(r, f)
�
=

1
dH R−1

y d
, (64)

where Ry
�
= E

(
yyH

)
is the correlation matrix of y. In real

applications, diagonal loading may be needed if Ry is ill-
conditioned. Then, the power function of MVDR becomes [33]

PMVDR−M(r, f)
�
=

1
dH (Ry + δIM )−1 d

, (65)

where δ is the diagonal loading parameter whose value is rela-
tively small as compared to the power of y.

For the single snapshot case, we define the pseudo MVDR
(PMVDR) power function as

PPMVDR(r, f)
�
=

1
dH (yyH + δIM )−1d

. (66)

Geometric Meaning: PMVDR is from the power function-IV
defined in (21), which is based on the angle θd,y between y and
d. It can be verified that

PPMVDR(r, f) ≈ δ

M − P4(r, f)
= δPPMUSIC−N(r, f).

(67)
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Fig. 4. Layout of the experimental setup in the varechoic chamber (unit is
meter).

Proof: Using the Woodbury’s identity, we get
(
yyH + δIM

)−1

=
1
δ
IM − 1

δ
IM y

(
1 + yH 1

δ
IM y

)−1

yH 1
δ
IM

=
1
δ
IM − 1

δ2 y
(

1 +
1
δ
‖y‖2

)−1

yH

≈ 1
δ
IM − 1

δ

yyH

‖y‖2 , (68)

where the approximation is established because 1
δ ‖y‖2 � 1.

Substituting (68) into (66), the power function of PMVDR is
of the following form:

PPMVDR(r, f) =
1

dH (yyH + δIM )−1d

≈ δ

dH d − dH yyH d
‖y‖2

=
δ

M − P4(r, f)

= δPPMUSIC−N(r, f). (69)

VI. EXPERIMENTS

A. Experimental Setup

The experiments are conducted with real impulse re-
sponses measured in the varechoic chamber at Bell Labs.
The Bell Labs chamber is a rectangular room, which
measures 6.7 m long by 6.1 m wide by 2.9 m high. The
layout of the multichannel experimental setup is illustrated in
Fig. 4, where a uniform linear array of 8 omnidirectional mi-
crophones is mounted 1.4 m (z = 1.400) above the floor and
located, respectively, at (x, 0.500, 1.400), where x = 2.437,

Fig. 5. Color map of the presented four narrowband power functions and
conventional ASL algorithms in a 2D searching grid, where the white circle and
the white cross represent, respectively, the true source and estimated positions.
The true source position is rs = (1.337, 1.938) m, the reverberation condition
is T60 = 380 ms, and the background noise is white Gaussian noise with an
input SNR of 10 dB.

2.737, 3.037, 3.337, 3.637, 3.937, 4.237, 4.537. For a detailed
description of the varechoic chamber and how the reverberation
time, T60 , is controlled, see [34], [35]. The acoustic channel
impulse responses from the source to the eight microphones
were measured at 48 kHz; but we downsample them to 16 kHz.
To simulate a sound source, we place a loudspeaker at (1.337,
1.938, 1.600), playing back a clean speech signal. The clean
speech signal is recorded in a quiet office room. The overall
length of the signal is approximately 30-s long and sampled at
16 kHz. During the experiments, the microphone outputs are
generated by convolving the source signal with the correspond-
ing measured impulse responses and noise is then added to the
convolved signals to control the SNR level.

In our experiment, ASL is carried out in the STFT domain.
The array signals are partitioned into non-overlapping time
frames of size 64 ms (1024 samples) and each frame is then
transformed into the STFT domain using a 1024-point FFT.
Two-dimensional ASL is performed every frame based on a
single-snapshot method in the frequency domain. We compute
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Fig. 6. Color map of the cost function plotted using the power function P(r) with different algorithms and different broadband fusion methods in the 2D
searching grid for ASL, where the white circle and the white cross represent, respectively, the source and estimated locations. For each column: (a) Arithmetic
fusion, (b) Normalized fusion, (c) Geometric fusion. For each row: (1) SRP, (2) SRP-PHAT, (3) HT (β = 2), (4) HT (β = 1), (5) PMUSIC-S, (6) PMUSIC-N,
and (7) PMVDR (δ = 0.001). The true source location is rs = (1.337, 1.938) m, T60 = 380 ms, and the background noise is white Gaussian noise with an input
SNR of 10 dB.

the power function P(r) using different algorithms and then
search the maximum, thereby determining the source position.

B. Experimental Results

The first experiment verifies the equivalence of the pro-
posed four kinds of power functions and the conventional ASL

algorithms. We set f1 = 0 Hz and f2 = 8000 Hz as the lower and
upper cutoff frequencies. Reverberation is configured so that the
reverberation time T60 is 380 ms. The microphone signals are
obtained by convolving the source signal with the correspond-
ing measured impulse responses, and white Gaussian noise is
then added with an input SNR of 10 dB. The arithmetic fu-
sion method is used for all the conditions in this experiment.
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We computed the power function for every position in the 2-D
grid. The results are plotted in Fig. 5 as a color map. It can be
observed that

� the power function-I based method is equivalent to the SRP
algorithm,

� the power function-II based method is equivalent to the
SRP-PHAT algorithm,

� the power function-III based method and the Householder
transform algorithm are equivalent, and

� the power function-IV based method is equivalent to the
PMUSIC-S algorithm.

The second experiment compares the ASL performances of
seven algorithms with three broadband fusions. The experimen-
tal condition is the same as in the previous experiment. The
results are plotted in Fig. 6, with three fusion methods: (a)
arithmetic fusion, (b) normalized fusion, and (c) geometric fu-
sion; and 7 power functions: (1) SRP, (2) SRP-PHAT, (3) HT
(β = 2), (4) HT (β = 1), (5) PMUSIC-S, (6) PMUSIC-N, and
(7) PMVDR (δ = 0.001). Comparing different algorithms from
the first column, we observe that

� the result of (a1) is the same as (a2), which corroborates
that the SRP method is equivalent to the HT method with
β = 2,

� the result of (a6) is the same as (a7), which corroborates
that the PMUSIC-N method is equivalent to the PMVDR
method, and

� the result of (a2) is different from that of (a3), which im-
plies that the performance of the HT method depends on
the value of the parameter β.

Comparing different broadband fusion methods, one can ob-
serve that

� the results of the geometric fusion with SRP, HT, and
PMUSIC-S [as shown in (c1), (c2), (c3), and (c5)] are
the same; this is obtained because the geometric power
function-III and function-IV are equivalent to the geomet-
ric power function-I, and

� the results of the normalized fusion for different algorithms
(as shown in the second column) are almost the same be-
cause all the normalized power functions are based on
cos2 θd,y , where θd,y is the angle between y and d.

The third experiment evaluates the ASL performances of
the four kinds of power functions in different reverberation
and SNR conditions. Three different reverberation conditions
are considered, i.e., T60 = 240, 380, 580 ms. Spatially white
noise is considered with the input SNR changing from 0 dB to
20 dB with an increment of 2 dB. Arithmetic fusion method
for broadband is used for all the conditions in this experiment.
A total of 200 frames are used to compute the statistical per-
formance results. The ASL performance measure used is the
root mean square (RMS) error defined in a two-dimensional
space, i.e.,

RMS
�
=

√
1
N

∑N

n=1

{
[x̂s(n) − xs ]

2 + [ŷs(n) − ys ]
2
}

,

(70)

Fig. 7. RMS error with the four power functions versus the input SNR
in white Gaussian noise case: (a) T60 = 240 ms, (b) T60 = 380 ms, and
(c) T60 = 580 ms.

where N is the total number of analysis frames, [x̂s(n), ŷs(n)]
is the estimated source location for the n-th frame, and (xs , ys)
is the true location.

We also define the percentage of the nonanomalous estimates
as

Nnon

N
× 100%, (71)

where Nnon is the number of nonanomalous ASL frames with
the nonanomalous estimates being the ones that satisfy

√
(x̂s − xs)

2 + (ŷs − ys)
2 ≤ 0.5 m. (72)

The RMS error and the percentage of the nonanomalous es-
timates as a function of the input SNR are plotted in Figs. 7 and
8, respectively. We make the following observations.

� The RMS error of the position estimates and the percentage
of nonanomalous estimates of the power function-I based
method do not change much with the input SNR. These
results corroborate the analysis in Section IV-B that the
ASL performance based on function-I using the arithmetic
fusion method is robust to spatially white noise.
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Fig. 8. Percentage of nonanomalous estimates with the four power func-
tions versus the input SNR in white Gaussian noise case: (a) T60 = 240 ms,
(b) T60 = 380 ms, and (c) T60 = 580 ms.

� The RMS error of the position estimates with the power
function-II, III, and IV decreases with the increase of the
input SNR, while their percentage of nonanomalous in-
creases as the input SNR increases. This is reasonable.
The higher the input SNR, the better is the TDOA perfor-
mance.

� For the power function-III based methods, we can achieve
better performance of ASL by adjusting the value of the
parameter β to better fit the environment. (In this ex-
periment, we set β = 2.0 for T60 = 240 ms, β = 1.6 for
T60 = 380 ms, and β = 0.8 for T60 = 580 ms.)

VII. CONCLUSION

This paper deals with the problem of acoustic source local-
ization. We presented a source localization framework from the
perspective of geometric projection and four kinds of narrow-
band power functions and three fusion methods for broadband
sources. We showed how most popularly used conventional al-
gorithms could be cast into the presented framework based on

the projection of the observation signal vector onto a hypoth-
esized steering vector. Some new insights were presented as
how different conventional algorithms are related to each other.
Experiments in real acoustic environments corroborate the the-
oretical analysis.
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