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On Robust and High Directive Beamforming With
Small-Spacing Microphone Arrays

for Scattered Sources
Xianghui Wang , Israel Cohen , Fellow, IEEE, Jingdong Chen , Senior Member, IEEE, and Jacob Benesty

Abstract—This paper is devoted to beamforming with small-
spacing microphone arrays for processing broadband and scat-
tered acoustic sources. It presents a maximum diffuse noise gain
(MDNG) beamformer in this context using the joint diagonaliza-
tion technique, which is effective in suppressing diffuse and direc-
tional noise, but at a price of low white noise gain (WNG). We
also introduce a maximum WNG (MWNG) beamformer, which is
robust to the array imperfections, but paying a price of sacrificing
the diffuse noise gain (DNG). To make a tradeoff between WNG
and DNG so that the beamformer, on the one hand, can achieve
high directivity and, on the other hand, is robust to implement, we
propose a generalized MDNG beamformer, which includes both
the MDNG and MWNG beamformers as particular cases. Simula-
tions are conducted to illustrate the properties and advantages of
the proposed beamformers.

Index Terms—Microphone array, scattered source, frequency-
invariant beamformer, diffuse noise gain, white noise gain.

I. INTRODUCTION

MANY voice communication systems and devices, such
as Voice over Internet Protocol (VoIP), hearing aids,

teleconferencing and mobile phones, often work in challeng-
ing acoustic environments where the speech signal of inter-
est is inevitably contaminated by background noise, reverber-
ation, competing sources, and interferences. In order to deal
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with sound signal acquisition in such environments, many pro-
cessing techniques have been proposed over the last several
decades [1]–[3], among which beamforming with microphone
arrays has attracted tremendous amount of interest. A number
of beamforming algorithms have been developed in the liter-
ature and the representative ones include the delay-and-sum
(DS) beamformer [4]–[6], the superdirective (SD) beamformer
[7]–[10], and differential microphone arrays (DMAs) [11]–[19],
etc.

The DS beamforming structure, which can achieve maxi-
mum white noise gain (WNG), has been widely studied in the
literature [4]. But this beamformer has frequency-dependent di-
rectivity patterns [20], which makes it unsuitable for processing
broadband signals such as speech. Another drawback of the DS
beamformer is its low directivity factor (DF), which limits its
performance in suppressing directional noise and reverberation.
To overcome these drawbacks, the SD and differential (the cor-
responding arrays are referred to as DMAs) beamformers have
been proposed and widely studied as they exhibit frequency-
invariant beampatterns and high DFs [7], [10], [12], [14], [21],
[23]–[25], which have now been increasedly used in a wide
range of applications.

The aforementioned beamformers were developed and stud-
ied in the context of point sources. However, in practical acoustic
applications the point source model [26]–[31] is often not accu-
rate. First of all, as small-aperture microphone arrays are used,
the size of the sound source of interest, e.g., a big loudspeaker
or a car engine, can be relatively large, which cannot be treated
as a point source. Secondly, there may be some spatial uncer-
tainties about the location of the source of interest, e.g., the
talker moves slowly in a particular area or there are multiple
takers in the region. In these scenarios, a scattered source model
is more useful than the point source model. Furthermore, the
direction-of-arrival (DOA) information is generally needed in
beamforming. In practice, there often exists some uncertainty
about the DOA of the source of interest due to reasons such as
errors in DOA estimation and tracking. In this case, considering
a scattered source model can be helpful to formulate and deal
with the problem. Therefore, in this paper, we study the prob-
lem of microphone array beamforming with a scattered source
model in which the source of interest is assumed to be scattered
in an angular range [32]–[38]. We consider three cases: the
source is coherently scattered (CS), incoherently scattered (IS),
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and scattered in a partially coherent and partially incoherent
manner.

Based on the scattered source model, we develop three
beamformers. The first one is the maximum-diffuse-noise-gain
(MDNG) beamformer, which is deduced using the joint diag-
onalization technique. Its beampattern is almost frequency in-
variant when it is applied to small spacing microphone arrays.
This beamformer achieves the maximum DNG but at a price of
white noise amplification, which is the same as the SD beam-
former developed with the point source model. The second one
is the so-called maximum-white-noise-gain (MWNG) beam-
former. This beamformer, as its name indicates, achieves the
maximum WNG, but at a cost of sacrificing the DNG. The third
one is a generalized MDNG (GMDNG) beamformer, which can
make a compromise between WNG and DNG; and the level of
compromise can be controlled by adjusting a parameter related
to the dimension of the desired signal subspace. When the asso-
ciated parameters are properly chosen, this beamformer can be
made robust to the array imperfections and effective in suppress-
ing diffuse and directional noise. Simulation results illustrate the
properties and advantages of the proposed beamformers.

The remainder of the paper is as follows. The signal model
for scattered acoustic sources and problem formulation of beam-
forming are presented in Section II. Section III defines some use-
ful performance measures. The MDNG and MWNG beamform-
ers are derived in Section IV. Section V deduces the GMDNG
beamformer. Simulation results are presented in Section VI.
Finally, important conclusions are drawn in Section VII.

II. SIGNAL MODEL AND PROBLEM FORMULATION

Before discussing the signal model for scattered sources, let
us first give the farfield, point source model. Consider a point
source radiating planar waves, which propagate in an anechoic
acoustic environment at the speed of sound c = 340 m/s. A uni-
form linear microphone array (ULMA) with M omnidirectional
microphones is used to acquire the signal, where the spacing be-
tween two neighboring sensors is δ. We denote by θ the steering
angle and, without loss of generality, we choose the first sensor
as the reference. The steering vector can then be written as [20],
[39], [40]

d(ω, θ)
�
=

[
1 e−jωτ0 cos θ · · · e−j(M −1)ωτ0 cos θ

]T
, (1)

where ω = 2πf is the angular frequency, f > 0 is the temporal
frequency, τ0 = δ/c is the time delay between two neighboring
sensors when the source direction is θ = 0◦, j is the imaginary
unit, and (·)T is the transpose operator. In this work, we focus
on developing beamformers with small spacing ULMAs, i.e.,
δ is much smaller than the smallest wavelength of the broad-
band signals of interest in order to avoid spatial aliasing and
achieve high array gains and frequency-independent beampat-
terns [21], like superdirective [7], [23] and differential [21], [41]
beamformers.

With a ULMA, differential and superdirective beamformers
generally achieve the largest array gain at the endfire direction
[42]. As a result, most study and analysis of those beamformers
focus on the scenarios where the signal of interest (the desired

signal) impinges on the array from the endfire direction, i.e.,
θ = 0◦. In this case, the signals observed by the microphone
array are expressed as

y(ω) = d(ω, 0◦)X(ω) + v(ω)

= x(ω) + v(ω), (2)

where X(ω) is the desired signal,

y(ω) =
[
Y1(ω) Y2(ω) · · · YM (ω)

]T
, (3)

is the noisy signal vector, x(ω) and v(ω) are, respectively, the
clean signal and additive noise vectors, which are defined in an
analogous way to y(ω) and are assumed to be uncorrelated with
each other.

For a non-point but scattered source, the signal model in
(2) is no longer valid. For simplicity, let us consider the case
where the microphone array and the scattered source are in the
same (assumed to be the horizontal) plane. In real situations,
the source is generally scattered in an area, which is a function
of not only the angle θ but also the distance. However, we focus
on the farfield scenario with small-spacing microphone arrays
in this work and we assume that the source is only angularly
scattered. Let us denote by p(ω, θ) the signal component from
θ at frequency ω of the scattered source. By neglecting the
propagation loss, we can write the array observation signals as

y(ω) =
∫ π

−π

p(ω, θ)d(ω, θ)dθ + v(ω)

= x(ω) + v(ω), (4)

where x(ω)
�
=

∫ π

−π

p(ω, θ)d(ω, θ)dθ. Again, it is assumed that

the signal x(ω) and the noise v(ω) are uncorrelated. The corre-
lation matrix of y(ω) is then

Φy(ω)
�
= E

[
y(ω)yH (ω)

]
= Φx(ω) + Φv(ω)

=
∫ π

−π

∫ π

−π

ρ(ω, θ, θ′)d(ω, θ)dH (ω, θ′)dθdθ′ + Φv(ω), (5)

where ρ(ω, θ, θ′) = E [p(ω, θ)p∗(ω, θ′)] is the source angular
cross-correlation kernel, superscripts ∗ and H , denote, respec-
tively, the complex-conjugate and conjugate-transpose opera-
tors, E[·] denotes the mathematical expectation, and Φx(ω) and
Φv(ω) are defined in an analogous way to Φy(ω).

There are three basic classes of scattered sources: i.e., CS, IS,
and a combination of partially CS and partially IS.

A. Coherently Scattered Sources

If p(ω, θ) can be decomposed in the following form [26],
[28]:

p(ω, θ) = S(ω)g(ω, θ), (6)

where S(ω) is a source signal independent of θ and g(ω, θ) is
a deterministic function that describes the spatial distribution
characteristics of the source, the source is deemed as coherently
scattered and we call g(ω, θ) the signal angular density function.
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It follows immediately that

x(ω) =
∫ π

−π

d(ω, θ)S(ω)g(ω, θ)dθ. (7)

Now, comparing the signal model defined in (2) and the model
in (7), we have

X1(ω) = X(ω) = S(ω)
∫ π

−π

g(ω, θ)dθ. (8)

Then, the correlation matrix of x(ω) is written as

Φx(ω) = σ2
X (ω)b(ω)bH (ω), (9)

where σ2
X (ω) = E

[|X(ω)|2] = E
[|X1(ω)|2] and

b(ω) =
S(ω)
X(ω)

∫ π

−π

d(ω, θ)g(ω, θ)dθ. (10)

It is seen that Φx(ω) is a rank-1 matrix.

B. Incoherently Scattered Sources

If the source angular cross-correlation kernel satisfies

ρ(ω, θ, θ′) �= 0, iff θ = θ′, (11)

the source is deemed as incoherently scattered. In this case, the
correlation matrix of the signal x(ω) can be written as

Φx(ω) =
∫ π

−π

ρ(ω, θ, θ)d(ω, θ)dH (ω, θ)dθ. (12)

In comparison with the CS case, the rank of Φx(ω) can be
greater than 1 or even equal to M , i.e., full rank. The variance
of the signal of interest at the reference sensor (Sensor 1 in this
work) is then

σ2
X (ω) = E

[|X(ω)|2] =
∫ π

−π

ρ(ω, θ, θ)dθ. (13)

Consider a particular case where the scattered source is
composed of several point sources that are distributed at θk ,
k = 1, 2, . . . ,K and those point sources are mutually incoher-
ent, the source angular cross-correlation kernel becomes

ρ(ω, θ, θ1:K ) =
K∑

k=1

σ2
Sk

(ω)δ(θ − θk ), (14)

where σ2
Sk

(ω) and θk are the variance and DOA of the kth point
source, respectively, K is the total number of the point sources
in the scattered region of interest, and δ(·) is the Dirac delta
function. In this case, we have

K∑

k=1

σ2
Sk

(ω) = σ2
X (ω). (15)

Then, the signal correlation matrix can be rewritten as

Φx(ω) = D(ω,θ)ΣS (ω)DH (ω,θ), (16)

where

θ = [θ1 θ2 · · · θK ]T , (17)

D(ω,θ) = [d(ω, θ1) d(ω, θ2) · · · d(ω, θK )] , (18)

and

ΣS (ω) = diag
[
σ2

S1
(ω) σ2

S2
(ω) · · · σ2

SK
(ω)

]
(19)

is a diagonal matrix.
When the source of interest is partially IS and partially CS,

the signal correlation matrix is then a linear combination of
the matrix in (9) and that in (12), details of which will not be
presented here for brevity.

As seen, if p(ω, θ) = X(ω)δ(θ) (with the assumption that the
incidence angle of the source of interest is from 0◦), both the CS
and IS models degenerate to the point source model. For ease
of exposition, we will drop ω from the notation from now on
wherever there is no ambiguity.

Given the signal model, the problem of beamforming can be
described as one of estimating the desired signal, X , given the
noisy signal vector y. This is generally achieved by passing y
through a beamforming filter [21], h, i.e.,

Z = hH x + hH v, (20)

where Z is the estimate of X and

h =
[
H1 H2 · · · HM

]T
(21)

is the beamformer of length M . In the rest, the power conserva-
tion constraint of the desired signal is applied, i.e.,

1
σ2

X

hH Φxh = 1. (22)

III. PERFORMANCE MEASURES

To evaluate the beamforming performance, we adopt the fol-
lowing measures. The first one is the so-called WNG, which
evaluates the sensitivity of the beamformer to the array im-
perfections, such as the sensors’ self-noise, mismatch among
microphone sensors, imprecise microphone positions, etc. In
our context, the WNG can be written as [21]

W (h) =
hH Γxh
hH h

, (23)

where Γx =
Φx

σ2
X

is the pseudo-coherence matrix of the desired

signal vector, x. Note that W (h) < 1 (0 dB) indicates that there
is white noise amplification. But with today’s system design
technology and quality of microphone sensors, some amount of
white noise amplification, e.g., 10 dB to 15 dB, is tolerable.

The second performance measure adopted in this work is the
DNG, which, as its name indicates, evaluate the signal-to-noise-
ratio (SNR) gain in a diffuse noise field. It is written as [21],
[22]

D (h) =
hH Γxh
hH Γdh

, (24)

where

(Γd)ij = J0 [ω(j − i)/c] (25)

represents the noise pseudo-coherence matrix in cylindrically
isotropic noise field and J0(·) is the zero-order Bessel function
of the first kind. If the source of interest is a point source, D (h)
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degrades to the conventional DF definition [12], [14]. It should
be noted that in the literature, DF is often defined using the
spherically isotropic noise field [7], [9]. But in this work, it is
assumed that the microphone array and the scattered source are
in the same plane with the elevation angle being 0◦, so we use
the cylindrically isotropic noise field in the definition of DNG.

Let us denote by B(h, θ) the beampattern [14], [21]. For
an IS source with its power uniformly distributed in the range
[−θ0 , θ0 ], i.e.,

ρ(ω, θ, θ) =

⎧
⎪⎨

⎪⎩

σ2
X (ω)
2θ0

if θ ∈ [−θ0 , θ0 ]

0 otherwise

, (26)

DNG in (24) can be rewritten as

D (h) =
1

2θ0

∫ θ0

−θ0
|B(h, θ)|2dθ

1
2π

∫ π

−π |B(h, θ)|2dθ
, (27)

which is closely related to the front-to-back ratio [12], [14]
defined as

RFB (h) =

∫ π/2
0 |B(h, θ)|2dθ

∫ π

π/2 |B(h, θ)|2dθ
(28)

in the cylindrically isotropic noise field.
Generally, the maximum WNG and maximum DNG cannot

be achieved at the same time. At low frequencies, WNG and
DNG are a pair of contradictory measures, i.e., a beamformer
with high WNG always has low DNG, and vice versa. Therefore,
how to make a compromise between the levels of DNG and
WNG is an important and challenging problem [23]–[25].

Besides WNG and DNG, beampattern will also be used as
performance measure, which will become clear in Section VI.

IV. MAXIMUM DNG AND MAXIMUM WNG BEAMFORMERS

In this section, we first derive the maximum DNG (MDNG)
beamformer under the power conservation constraint. Mathe-
matically, the problem can be formulated as

hMDNG = arg max
h

hH Γxh
hH Γdh

s.t. hH Γxh = 1. (29)

Let us diagonalize the two Hermitian pseudo-coherence ma-
trices, Γx and Γd , with the joint diagonalization method [43],
i.e.,

PH ΓxP = Λ, (30)

PH ΓdP = IM , (31)

where

Λ = diag (λ1 , λ2 , . . . , λM ) (32)

and

P = [p1 p2 · · · pM ] (33)

are the eigenvalue and eigenvector matrices of Γ−1
d Γx , respec-

tively. Here, the eigenvalues λ1 , λ2 , · · · , λM are organized in a
descending order, i.e., λ1 ≥ λ2 ≥ . . . ≥ λM ≥ 0. Note that the

eigenvector matrix P is full rank but not necessarily orthogonal.
It is obvious that we have

λM ≤ D (h) ≤ λ1 , ∀h. (34)

Now, we consider the beamformer h of the form:

h = αp1 , (35)

where α �= 0 is an arbitrary scalar. Clearly, this beamformer
achieves the maximum DNG for all α. Applying the power
conservation constraint, we obtain

α =
1

√
pH

1 Γxp1
. (36)

Substituting (36) into (35), we get the MDNG beamformer:

hMDNG =
1

√
pH

1 Γxp1
p1 . (37)

We have the following two special cases:
� If the source of interest is a point source, hMDNG degen-

erates to the traditional superdirective beamformer [21];
� For the coherently scattered source with a pseudo-

coherence matrix of Γx = bbH , the beamformer hMDNG
becomes

hMDNG =
Γ−1

d b
bH Γ−1

d b
=

p1

bH p1
. (38)

The MDNG beamformer based on the eigenvector corre-
sponding to the maximum eigenvalue of the matrix Γ−1

d Γx

maximizes the DNG; but it has a very low WNG in our context.
So, this beamformer is sensitive to the array imperfections.

Another interesting beamformer, named the maximum WNG
(MWNG) beamformer, can be derived as follows:

hMWNG = arg min
h

hH h s.t. hH Γxh = 1, (39)

the solution of which is

hMWNG =
1

√PH {Γx}ΓxP{Γx}
P{Γx}, (40)

where P{·} is the operator producing the principal eigenvector
of a matrix, i.e., the eigenvector corresponding to the maximum
eigenvalue.

For this beamformer, we also have two special cases as
follows:

� If the source of interest is a point source, the beamformer
hMWNG degenerates to the DS beamformer;

� For the coherently scattered source with a pseudo-
coherence matrix of Γx = bbH , the beamformer hMWNG
degenerates to the following form:

hMWNG =
b

bH b
. (41)

The MWNG beamformer, which is based on the eigenvector
corresponding to the maximum eigenvalue of the matrix Γx ,
maximizes the WNG; but its DNG is low. This means that the
MWNG beamformer is robust to the array imperfections, but it
is not effective in suppressing diffuse and directional noise.
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V. GENERALIZED MAXIMUM DNG BEAMFORMER

The MDNG beamformer can achieve maximum DNG, but
it suffers from serious white noise amplification, especially at
low frequencies. Therefore, it is important to find a beamformer
that can achieve a good level of DNG with a reasonable level of
WNG. To achieve this objective, let us consider beamformers
of the following form:

h = PQα, (42)

where

PQ = [p1 p2 · · · pQ ] . (43)

Note that the eigenvector matrix PQ , of size M × Q (1 ≤ Q ≤
M ), consists of the eigenvectors corresponding to the largest Q
eigenvalues of Γ−1

d Γx , and

α = [α1 α2 · · · αQ ]T �= 0 (44)

is an arbitrary vector of length Q with complex values. Here,
one can view Q as the dimension of the desired signal subspace
[44]–[46].

Now, let us consider the following problem:

min
h

hH h s.t. hH Γxh = 1. (45)

Using (23) and (42), we can rewrite (45) as

max
h

αH PH
Q ΓxPQα

αH PH
Q PQα

s.t. αH PH
Q ΓxPQα = 1. (46)

It can be checked that the following α maximizes the ratio
αH PH

Q Γx PQ α

αH PH
Q PQ α

:

α = β1P{(PH
Q PQ

)−1 (
PH

Q ΓxPQ

)}
= β1P{(PH

Q PQ

)−1
ΛQ}

= β1αP1 , (47)

where

ΛQ = diag (λ1 , λ2 , . . . , λQ ) , (48)

and β1 �= 0 is an arbitrary scalar. Now, considering the constraint
that αH PH

Q ΓxPQα = 1, we obtain the generalized MDNG
(GMDNG) beamformer:

hGMDNG ,Q =
PQαP1√

αH
P1

PH
Q ΓxPQαP1

. (49)

Another way to solve (46) is as follows. Let us denote

PQα = β2P{Γx}, (50)

where β2 �= 0 is an arbitrary scalar. Then, we can derive that

α = β2
(
PH

Q PQ

)−1
PH

Q P{Γx}
= β2αP2 . (51)

Using the power conservation constraint, we obtain another form
of the GMDNG beamformer as

hGMDNG ,Q =
PQαP2√

αH
P2

PH
Q ΓxPQαP2

. (52)

If the source is CS, it can be checked that

hGMDNG ,Q =
PQ

(
PH

Q PQ

)−1 PH
Q b

bH PQ

(
PH

Q PQ

)−1
PH

Q b
. (53)

We have the following three cases:
� Q = 1, hGMDNG ,Q degenerates to the MDNG beam-

former;
� Q = M , hGMDNG ,Q degenerates to the MWNG beam-

former;
� For 1 < Q < M , the DNG value of the GMDNG beam-

former is between the DNG value of the MDNG beam-
former and that of the MWNG beamformer, and so is the
WNG.

Substituting either (49) or (52) into (24) gives

D (hGMDNG ,Q ) =
αH

P1
PH

Q ΓxPQαP1

αH
P1

PH
Q ΓdPQαP1

=
αH

P1
ΛQαP1

αH
P1

IQαP1

=
αH

P2
PH

Q ΓxPQαP2

αH
P2

PH
Q ΓdPQαP2

, (54)

which can be further expressed as

D (hGMDNG ,Q )

=
PH {Γx}PQ

(
PH

Q PQ

)−1 ΛQ

(
PH

Q PQ

)−1 PH
Q P{Γx}

PH {Γx}PQ

(
PH

Q PQ

)−2
PH

Q P{Γx}
,

(55)

where IQ is the Q × Q identity matrix.
Similarly, substituting either (49) or (52) into (23), we obtain

W (hGMDNG ,Q )

=
PH {Γx}PQ

(
PH

Q PQ

)−1 ΛQ

(
PH

Q PQ

)−1 PH
Q P{Γx}

PH {Γx}PQ

(
PH

Q PQ

)−1
PH

Q P{Γx}
.

(56)

From (54) and (56), one can obtain an interesting relation
between the WNG and the DNG:

D (hGMDNG ,Q )
W (hGMDNG ,Q )

=
PH {Γx}PQ

(
PH

Q PQ

)−1 PH
Q P{Γx}

PH {Γx}PQ

(
PH

Q PQ

)−2
PH

Q P{Γx}
.

(57)

It is readily to check that

D (hGMDNG ,Q )
W (hGMDNG ,Q )

≥ 1
M

, (58)
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since D (hGMDNG ,Q ) ≥ 1 and W (hGMDNG ,Q ) ≤ M .
According to the form (42), one can expect that:

W (hGMDNG ,1) ≤ W (hGMDNG ,2) ≤ · · · ≤ W (hGMDNG ,M )
(59)

and

D (hGMDNG ,1) ≥ D (hGMDNG ,2) ≥ · · · ≥ D (hGMDNG ,M ) .
(60)

Consequently, by choosing a different value of Q, the GMDNG
beamformer can make a compromise between the level of WNG
and the value of DNG. Generally, the WNG varies with fre-
quency and the lower the frequency, the smaller is the WNG.
So, in practice, one can control the WNG by choosing a large
value of Q at low frequencies and a small value of Q at high
frequencies. Note that there was some study about direct and
closed-form solution with explicit control on both the WNG and
DF for point source model [24], which will not be discussed
here.

VI. SIMULATIONS

In this section, the performances of the proposed beamform-
ers are evaluated using beampattern, WNG, and DNG as the
performance measures.

A. Simulation Setup

In the simulation, we assume that the scattering characteristics
of the source is independent of the frequency.

1) IS Source: In this case, we assume that the angular cross-
correlation kernel of the scattered source is a bell-shaped func-
tion, which is defined as

ρ(ω, θ, θ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1√
2π

e

(
− θ 2

2 ε 2

)

∫ θ0

−θ0

1√
2π

e

(
− θ 2

2 ε 2

)

d θ

if θ ∈ [−θ0 , θ0 ]

0 otherwise

. (61)

We set ε2 = 10 for all the simulations related to the IS case.
Then, the signal correlation matrix of the IS source is computed
according to (12).

2) CS source: In this case, we assume that there is no phase
difference among the coherent point sources and

g(ω, θ) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1√
2π

e

(
− θ 2

2 ε 2

)

∫ θ0

−θ0

1√
2π

e

(
− θ 2

2 ε 2

)

d θ

if θ ∈ [−θ0 , θ0 ]

0 otherwise

. (62)

We set ε2 = 1 for all the simulations related to the CS case.
Then, the signal correlation matrix in this case is computed
using (9).

Note that in practice, neither the angular density function
g(ω, θ) nor the scattering parameters are directly accessible; but
those parameters can be estimated using, e.g., the algorithms
presented in [26]–[31]. The signal correlation matrices can sub-
sequently be estimated according to (9) and (12).

Fig. 1. DNG and WNG of the MDNG beamformer versus M for different
values of θ0 in the IS source field: (a) DNG and (b) WNG. Conditions: δ =
2.0 cm and f = 4 kHz.

Fig. 2. DNG and WNG of the MWNG beamformer versus M for different
values of θ0 in the IS source field: (a) DNG and (b) WNG. Conditions: δ =
2.0 cm and f = 4 kHz.

B. Performance of the MDNG and MWNG Beamformers
Versus the Number of Microphones

In this simulation, we study the impact of the number of mi-
crophones on the WNG and DNG of the hMDNG and hMWNG
beamformers. We consider the case with f = 4 kHz and differ-
ent values of θ0 . A ULMA with δ = 2.0 cm is used. Figures 1
and 2 plot, respectively, the WNG and DNG of the hMDNG and
hMWNG beamformers as a function of M in the IS source case
while the results for the CS source case are plotted in Figs. 3
and 4.

As seen from Figs. 2 and 4, the values of DNG and WNG first
increase with M . But when θ0 becomes large, the DNG of the
hMWNG beamformer does no longer increase with the number
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Fig. 3. DNG and WNG of the MDNG beamformer versus M for different
values of θ0 in the CS source field: (a) DNG and (b) WNG. Conditions: δ =
2.0 cm and f = 4 kHz.

Fig. 4. DNG and WNG of the MWNG beamformer versus M for different
values of θ0 in the CS source field: (a) DNG and (b) WNG. Conditions: δ =
2.0 cm and f = 4 kHz.

of microphones after reaching its maximum in both the IS and
the CS source cases, which is different from the beamformers
with the point source model. For example, in the CS source field,
when θ0 = 50◦, the value of WNG of the MWNG beamformer
does not increase much with M once M > 10. For θ0 = 30◦,
40◦, and 50◦, the DNG even slightly decreases as the number of
microphones is large.

The values of the WNG and DNG of the hMWNG beam-
former decrease with the increase of θ0 in both cases. Comparing

Fig. 5. Beampatterns of the MDNG (blue solid line) and LS (red dotted line)
beamformers for different values of θ0 in the IS source field: (a) θ0 = 1◦, (b)
θ0 = 20◦, (c) θ0 = 40◦, and (d) θ0 = 60◦. Conditions: M = 6, δ = 1.0 cm,
and f = 1 kHz.

Fig. 6. Beampattern of the MDNG beamformer versus frequency in the IS
source field. Conditions: M = 4, δ = 1.0 cm, and θ0 = 30◦.

Figs. 2 and 4, one can see that the values of the WNG and DNG
of the hMWNG beamformer in the IS source case are larger than
those in the CS source case. From Figs. 1 and 3, one can see
that, in both the IS and CS source scenarios, the WNG of the
beamformer hMDNG increases while the DNG decreases with
the value of θ0 . When the value of θ0 is large, the DNG of the
hMDNG beamformer does not always increase with M in both
the IS and CS source fields.

C. Beampattern of the MDNG Beamformer

In this simulation, we first consider a ULMA with M = 6
and δ = 1.0 cm. The beampatterns of the hMDNG beamformer
at f = 1 kHz and with different values of θ0 in both the IS
and CS cases are plotted in Figs. 5 and 7. For comparison, we
also plot the beampaterns obtained by the least-squares (LS)
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Fig. 7. Beampatterns of the MDNG (blue solid line) and LS (red dotted line)
beamformers for different values of θ0 in the CS source field: (a) θ0 = 1◦,
(b) θ0 = 20◦, (c) θ0 = 40◦, and (d) θ0 = 60◦. Conditions: M = 6, δ =
1.0 cm, and f = 1 kHz.

Fig. 8. Beampattern of the MDNG beamformer versus frequency in the CS
source field. Conditions: M = 4, δ = 1.0 cm, and θ0 = 30◦.

approach [20], [47]. The LS beamformer is designed by forcing
the beampattern to be 1 for θ ∈ [−θ0 , θ0 ] and 0 otherwise.

As seen, the beampatterns of both the MDNG and LS beam-
formers vary greatly with θ0 . The beamwidth of the beampattern
increases with θ0 in both the IS and CS cases. It should be noted
that for the given microphone array (M = 6, δ = 1 cm), the
beamwidth of the designed beampattern cannot be very narrow
even when θ0 → 0◦, which is limited by the aperture of the ar-
ray. The beampatterns of the MDNG beamformer in Figs. 5(a)
and 7(a) are the same, since when θ0 → 0◦, hMDNG degenerates
to the superdirective (fifth-order hypercardioid) beamformer in
both the IS and CS cases.

We can see that, for both the IS and CS cases, when θ0 is small,
the beampatterns of both the MDNG and LS beamformers are
similar. But when θ0 is relatively large, the beamwidth of the
MDNG beamformer is narrower because this beamformer takes
the source scattering property into consideration for better signal
estimation.

Fig. 9. Beampatterns of the GMDNG beamformer for different values of Q
in the IS source field: (a) Q = 1, (b) Q = 2, (c) Q = 3, (d) Q = 4, (e) Q = 5,
and (f) Q = 6. Conditions: M = 6, δ = 1.0 cm, θ0 = 60◦, and f = 1 kHz.

Fig. 10. DNG and WNG of the GMDNG beamformer versus frequency for
different values of Q in the IS source field: (a) DNG and (b) WNG. Conditions:
M = 6, δ = 1.0 cm, and θ0 = 60◦.

Figures 6 and 8 plot the beampatterns of the designed MDNG
beamformers versus frequency for θ0 = 30◦ with a ULMA of
M = 4 and δ = 1.0 cm. As seen, the obtained beampatterns
are almost the same across the studied frequency range except
the very low-frequency cases where the beampatterns deforms
slightly, which is due to the numerical problem.
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Fig. 11. Beampatterns of the GMDNG beamformer for different values of Q
in the CS source field: (a) Q = 1, (b) Q = 2, (c) Q = 3, (d) Q = 4, (e) Q = 5,
and (f) Q = 6. Conditions: M = 6, δ = 1.0 cm, θ0 = 60◦, and f = 1 kHz.

Fig. 12. DNG and WNG of the GMDNG beamformer versus frequency for
different values of Q in the CS source field: (a) DNG and (b) WNG. Conditions:
M = 6, δ = 1.0 cm, and θ0 = 60◦.

D. Performance of the GMDNG Beamformer

In this simulation, we consider a ULMA with M = 6 and
δ = 1.0 cm. Figures 9 and 11 plot the beampatterns of the
GMDNG beamformer in both the IS and CS situations for
θ0 = 60◦, f = 1 kHz, and several values of Q. The beampat-

terns of the GMDNG beamformer vary greatly with Q, from the
beampattern corresponding to the MDNG beamformer when
Q = 1 to the one corresponding to the MWNG beamformer
when Q = 6. The WNG and DNG of the GMDNG beamformer
as functions of frequency for different Q values are plotted in
Figs. 10 and 12. In both the CS and IS cases, the MDNG beam-
former (Q = 1) achieved high DNG, but it suffers from seri-
ous white noise amplification at low frequencies. The MWNG
beamformer (Q = 6), however, obtained high WNG, but the
DNG is rather limited. It is seen that the WNG of the GMDNG
beamformer increases while the DNG decreases as the value of
Q increases from 1 to 6 in both cases. These results agree well
with the analysis presented in the previous sections and show
that the GMDNG beamformer can achieve a tradeoff between
the DNG and WNG by adjusting the value of Q.

VII. CONCLUSIONS

In this paper, we have studied the problem of beamforming
for scattered acoustic sources. We discussed the signal models
for coherently and incoherently scattered sources. Three beam-
formers were then developed, namely, MDNG, MWNG, and
GMDNG, for estimating the signal of interest from scattered
sources and the beamwidth of their beampatterns can cover the
scattered range of the source of interest. Simulations based on
the use of a ULMA show that increasing the number of micro-
phones can help improve the DNG of the MDNG and MWNG
beamformers but only when the source scattered range is not too
large, which is different from what was observed for beamform-
ers with point sources. The GMDNG beamformer is basically
a generalization of the MDNG and MWNG beamformers. In-
stead of maximizing either DNG or WNG, this beamformer can
achieve a compromise between the value of DNG and the level
of WNG through adjusting one parameter, which was validated
by simulations.
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